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ABSTRACT. We study the dynamics of generic unfoldings of saddle-node circle local diffeo-
morphisms from the measure theoretical point of view, obtaining statistical stability results for
deterministic and random perturbations in these kind of one-parameter families. In particular we
show that the map is uniformly expanding for all parameters close enough to the parameter of the
saddle-node and have positive Lyapunov exponent uniformly bounded away from zero.
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1. INTRODUCTION

The study of the modifications of the long term behavior of a dynamical system undergoing
perturbations of the parameters has been one of the main themes of Bifurcation Theory. In the
last decades the measure theoretical point of view has been intensively developed emphasizing
the understanding of the asymptotic behavior of almost all orbits. The main notions associated
to this point of view are those of physical measure and of stochastic or statistical stability.

Let M be a circle and f0 : M � M be a C2 local diffeomorphism. An f0-invariant probability
measure µ is physical if the ergodic basin

B
�
µ ��� � x � M :

1
n

n � 1

∑
j � 0

ϕ
�
f j
0

�
x �	� ��
 ϕdµ for all continuous ϕ : M � R �

has positive Lebesgue (length) measure in M. This means that the asymptotic behavior of “most
points” is observable in a “physical sense” and determined by the measure µ.

Given a smooth family
�
ft � t �� 0 � 1 � of local diffeomorphisms of M admitting physical measures

µt for every t, we say that f0 is statistically stable if µt tends to µ0 when t � 0 in a suitable topol-
ogy. This corresponds to stability of the long term dynamics of most orbits under deterministic
perturbations of f0.

In this setting a straightforward consequence of the Ergodic Theorem is that every ergodic
f0-invariant probability measure µ0 absolutely continuous with respect to Lebesgue measure m
is a physical measure.

A random perturbation of f0 is defined by a family of probability measures
�
θε � ε � 0 on � 0 � 1 �

and the random sequence of maps

f n
ω � ftn ���	����� ft1 � n � 1 and f 0

ω � Id �
where Id : M � M is the identity transformation, for a sequence ω � � t1 � t2 �	�	�	����� supp

�
θε � N and

a given fixed ε � 0. An invariant measure in this setting is said a ε-stationary measure, which is
a probability measure µ such that for each continuous function ϕ : M � R
 ϕdµ � 
 
 ϕ

�
ft
�
x �	� dµ

�
x � dθε

�
t �!�

Ergodicity in this setting needs an extension of the notion of invariant set. We say that a subset
E is ε-invariant when it satisfies

if x � E then ft
�
x �"� E for θε-almost every t, and

if x � M # E then ft
�
x �$� M # E for θε-almost every t.

We say that a ε-stationary measure µ is ergodic if µ
�
E � equals 0 or 1 for every ε-invariant set E.

In this setting a point x belongs to the ergodic basin B
�
µ � if for all continuous ϕ : M � R and

θN
ε -almost every ω we have

1
n

n � 1

∑
j � 0

ϕ
�
f j
ω
�
x �	� � 
 ϕdµ when n � ∞ �

A stationary measure is physical if the Lebesgue measure of its ergodic basin is positive. We
again have that an absolutely continuous ergodic stationary probability measure is physical.
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Assuming that the family
�
θε � ε � 0 satisfies supp

�
θε � �&% 0 ' when ε � 0 and there exist physical

stationary measures µε for every small enough ε � 0, we say that f0 is stochastically stable if
every limit point of

�
µε � ε � 0 when ε � 0 is a physical measure for f0. This corresponds to stability

of the asymptotic dynamics under random perturbations of f0.
In this paper we study the dynamics of generic unfoldings

�
ft � t �� 0 � 1 � of a saddle-node circle

local diffeomorphism f0 from the measure theoretical point of view, obtaining statistical stability
results for deterministic and random perturbations in this kind of one-parameter families. In
particular we show that the map is uniformly expanding for all parameters close enough to the
parameter of the saddle-node and have positive Lyapunov exponent uniformly bounded away
from zero.

This kind of results in the particular case of saddle-node circle homeomorphisms might have
applications to the mathematical modeling of neuron firing, see [17].

Our results can be seen as an extension of the work in [5] where maps which are expanding
everywhere except at finitely many points were studied. Moreover these results open the way into
further study of the unfolding of critical saddle-node circle maps considered in [7]. In addition,
piecewise smooth families unfolding a saddle-node as in [15] were used to build new kinds of
chaotic attractors for flows, and the statistical properties of these kind of attractors can possibly
be obtained through suitable extensions of the techniques we present below.

1.1. Statements of the results. Let f0 : M � M be a C2 local diffeomorphism having a unique
saddle-node fixed point that we call 0.

The fixed point 0 is a saddle-node if f ( � 0 �)� 1 and f (*( � 0 �,+� 0
� � 0 say). A generic unfolding

of 0 (or f ) is a one-parameter family of maps ft : M � M with t �-� 0 � t0 � , so that f0 � f and
if f
�
x � t ��� ft

�
x � , then f

�
0 � 0 �"� 0, ∂x f

�
0 � 0 �.� 1, ∂2

x f
�
0 � 0 �/� 0 and ∂t f

�
0 � 0 �/� 0. The family�

ft � t �� 0 � t0 � is called a saddle-node arc in [8].
Let B

� % 0 '0� be the basin of attraction of the saddle-node fixed point 0 for f0, i.e.

B
� % 0 '0��� % x � M : f k

0
�
x � � 0 as k � ∞ '1�

and let the immediate basin W0 of 0 be the connected component of B
� % 0 '0� containing 0.

0
f

tf

00

1 1

1-d

FIGURE 1. A saddle-node circle map.
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We also assume the following global conditions on f0,
H1: 2 f ( � x �324� 1 for all x � M # W0,

see Figure 1 for an example of such a map where W0 �5� 1 6 d � 1 � .
Remark 1.1. We note that since f0 is a local diffeomorphism, there must be a fixed source s
(s � 1 6 d in Figure 1) linked to the saddle-node, that is, a connected component of W u � s �7# % s '
is contained in W0.

Theorem A. Let f0 be as above satisfying hypothesis (H1). Then the Dirac mass δ0 concentrated
at 0 is the unique physical measure of f0.

The proof of this result in in Section 2, where it is shown that B
� % 0 '0�)� M except for a zero

Lebesgue measure subset of points.

Theorem B. Let f0 be as above satisfying hypothesis (H1). Then every f0-invariant probability
measure µ satisfying the Entropy Formula

hµ
�
f0 �)� 
 log 2 f (0 2 dµ � (1.1)

must coincide with the Dirac mass δ0 at the saddle-node point 0.

The proof of this theorem is in Section 3.

1.2. Statistical stability. The source linked to the saddle-node, see Remark 1.1, prevents the
existence of either sinks or nonhyperbolic period points in the unfolding of the saddle-node,
obtaining the following statistical stability result.

Theorem C. Let ft : M � M be a generic unfolding of f0 satisfying hypothesis (H1) above. Then
there exist e0 � 0 such that

1. for every t � 0
(a) ft is uniformly expanding and there exists a unique absolutely continuous physical mea-

sure µt whose basin equals M except for a zero Lebesgue measure subset of points;
(b) the Lyapunov exponent of Lebesgue almost every point is bigger than e0.

2. µt
� δ0 when t � 0 in the weak 8 topology.

We recall that item (2) means that f0 is statistically stable with respect to the unfolding given
by
�
ft � t 9 0.

We observe that item 1(a) of Theorem C together with Theorem A show that there is a jump of
the Lyapunov exponent when t grows past 0, since e0 � 0 and uniform for t � 0 and the Lyapunov
exponent of f0 is 0 for Lebesgue almost every point. The proof of Theorem C is in Section 4.

1.3. Stability under random perturbations. Now we consider random perturbations of f0
along the family ft

�
x �:� f0

�
x �<; t � x � t � M, which generically unfolds the saddle-node at 0,

with a family
�
θε � ε � 0 of probability measures on M such that supp

�
θε � �=% 0 ' when ε � 0.

Theorem D. Let f0 satisfy hypothesis (H1) and let ft : M � M be the family defined above. Then
1. for every family

�
θε � ε � 0 as above satisfying additionally

(a) θε > m;
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(b) int
�
supp
�
θε ���,+� /0;

for every ε � 0, there exists a unique absolutely continuous stationary and ergodic proba-
bility µε.

2. if supp
�
θε � satisfies a technical condition (H2), then µε � δ0 when ε � 0 in the weak 8

topology.

The above property (2) means that f0 is stochastically stable under absolutely continuous
random perturbations. Condition (H2) means that the support of θε has very small diameter in
order to ensure that the number of iterates near 0 of any point is essentially constant for ft with
t � supp

�
θε � , see Subsections 4.1 and 5.3.

We do not know whether condition (H2) is really necessary to obtain Theorem D. It is an
interesting problem for further investigation to get rid of (H2).

1.4. Statistical and stochastical stability for saddle-node circle homeomorphisms. Consid-
ering circle homeomorphisms with saddle-node points we easily achieve the same results as we
now explain.

We say that a homeomorphism f0 : M � M is a saddle-node circle homeomorphism if it satis-
fies (see Figure 2):

1. f0
�
0 �?� 0 and f0

�
x �@+� x for all x +� 0;

2. f0
�
x �"� x for all x � V # % 0 ' for some open neighborhood V of 0.

Note that if f0 were C2 differentiable then conditions (1) and (2) above would imply that 0 was
a usual C2 saddle-node fixed point [16].

f0
0 0 ft

FIGURE 2. A saddle-node circle homeomorphism and a one-parameter family.

Since these kind of maps are uniquely ergodic with measure δ0 (note that f n
0

�
x � � 0 when n �; ∞ for all x � M) the following two stability results follow from the fact that weak 8 accumulation

measures of stationary or invariant measures are invariant measures for the limit map.

Theorem E. Let f0 : M � M be a saddle-node circle homeomorphism and let
�
ft � t �� 0 � 1 � be a

continuous one-parameter family of circle homeomorphisms. If we choose for every t close to
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0 a ft -invariant probability measure µt , then every weak 8 accumulation point µ of the family�
µt � t �� 0 � 1 � , when t � 0, is equal to the Dirac mass δ0 concentrated at the saddle-node.

This means that saddle-node circle homeomorphisms are statistically stable, i.e., the invariant
probability measure always vary continuously with the unfolding parameter t near the saddle-
node parameter 0.

Now let
�
θε � ε � 0 be a family of probability measures on M for each ε � 0 such that θε

� δ0
when ε � 0 in the weak 8 topology.

Theorem F. Let f0 : M � M be a saddle-node circle homeomorphism,
�
ft � t �� 0 � 1 � be a continuous

one-parameter family of circle homeomorphisms and
�
θε � ε � 0 be a family of probability measures

on M as above.
If we choose for every ε close to 0 a stationary probability measure µε, then every weak 8 accu-

mulation point µ of the family
�
µε � ε � 0, when ε � 0, is equal to the Dirac mass δ0 concentrated

at the saddle-node.

2. BASINS OF ATTRACTION OF SINKS OR SADDLE-NODE POINTS

Here we prove Theorem A. For this it is enough to show that the basin B
� % 0 '0� of the saddle-

node 0 has full Lebesgue measure in M.

Theorem 2.1. m
�
M # B

� % 0 '0�	�A� 0.

In what follows we set g � f0 Clearly to prove Theorem 2.1 it is sufficient to obtain

Proposition 2.2.

m B I CED
n 9 0

g � n � M # W0 �GFH� 0

for every interval I I M # W0 whose length is small enough.

To prove this proposition we show that for any given interval I I M # W0 there exists the first
iterate k such that gk � I ��+I M # W0 and the relative measure of the subinterval G of points in I that
fall into W0 is a fixed proportion of the measure of I. For this we proceed as follows.

Let I I M # W0 be a given fixed interval and denote by J � I � its length. We observe that the
boundary ∂W0 of the immediate basin consists of a source s. This means that in a neighborhood
outside W0 we always have some expansion.

For η � 0 small we define the following compact subset

W
�
η ��� % x � W0 : d

�
x � M # W0 �$� η '1�

We assume that J � I ��K 1 L 4 (recall that J � M ��� 1). Let us choose η0 � 0 small enough such that
 � r� r MONGP I QR� 2 g ( 2S� 1 (2.1)

for every r � ∂W
�
η0 � . Then there exists σ � 1 such that


J
2 g ( 2T� σ (2.2)
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for every interval J I M # W � η0 � such that J � J �.�UJ � I � .
Remark 2.3. The value of σ depends on η but if 0 V η V η0 then σ

�
η0 �?� σ

�
η � .

This uniform rate of expansion ensures the following.

Lemma 2.4. For any 0 V η V η0 there exists k1 such that

gk � I �.I M # W � η �!� k � 0 ���	�	��� k1 6 1 and gk1
�
I �:+I M # W � η �W�

Proof. We define

L0 � max % J � C � : C is a connected component of M # W � η �W'1�
If gk � I �$I M # W � η �!� k � 0 �	�	���G� k0 6 1 for some k0 � 0, we obtain J � gk � I �	�"� σ J � gk � 1 � I �	� for
all 1 K k K k0. Thus J � gk0

�
I ����� σk0 J � I � .

If k0 were arbitrarily large, then we would haveJ � gk0
�
I �	��� σk0 J � I �.� L0 � (2.3)

Thus by definition of L0 we must have gk0
�
I �:+I M # W � η � as stated.

Now it is easy to see that after a finite number of iterates either gk1
�
I � is completely inside the

basin of the saddle-node, or it contains a piece of the basin of uniform size η.

Lemma 2.5. If k1 is given by Lemma 2.4 thenX either gk1
�
I ��I W0X or gk1

�
I �YC � M # W0 �,+� /0 and gk1

�
I �7C W

�
η �:+� /0.

Moreover in the last case we have J � gk1
�
I �7C �W # W � η �	�	�.� η.

Proof. The lemma follows from the fact that gk1
�
I � is connected.

Now we use the following bounded distortion result to estimate the size of the piece of I which
is sent into W0 # W � η � .
Lemma 2.6 (Bounded distortion). For I I M # W � η � , k1 given by Lemma 2.4 and x � y � I it holds

log ZZZZ
�
gk1 �[( � x ��
gk1 � ( � y � ZZZZ K C0 where C0 � sup ZZZZ

g (\(
g ( ZZZZ �

1
1 6 σ � 1 � (2.4)

Proof. Since g is a local diffeomorphism , if gk � I �:I M # W
�
η �W� k � 0 �	���	�G� k1 6 1 for some

k1 � 0 given by Lemma 2.4, then by the definition of σ we get J � gk � I �	��� σ J � gk � 1 � I ��� for all
1 K k K k1. We have

log ZZZZ
�
gk1 ��( � x ��
gk1 � ( � y � ZZZZ �

k1 � 1

∑
j � 0
ZZ logg ( � g j � x �	�]6 logg ( � g j � y �	� ZZ � k1 � 1

∑
j � 0
2 � logg ( � ( � z j �32^J � � g j � x �W� g j � y ���_�

K sup ZZZZ
g (`(
g ( ZZZZ

k1 � 1

∑
j � 0
J � g j � I �	��K sup ZZZZ

g (\(
g ( ZZZZ

k1 � 1

∑
j � 0

σ �<P k1 � j Q J � gk1
�
I �	�

K sup ZZZZ
g (`(
g ( ZZZZ � J

�
M � � 1

1 6 σ � 1 � sup ZZZZ
g (`(
g ( ZZZZ �

1
1 6 σ � 1 �
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Corollary 2.7. There exists a constant C � 0 such that for every interval G I I and for k1 given
by Lemma 2.4 we have

1
C � m � G �m

�
I � K m

�
gk1
�
G �	�

m
�
gk1
�
I �	� K C � m � G �m

�
I � �

Proof. It is straightforward to write for some z � I

m
�
gk1
�
G ���

m
�
gk1
�
I �	� � a G � � gk1 � ( � x ��L � gk1 � ( � z ��� dm

�
x �a I � � gk1 � ( � x �	L � gk1 � ( � z ��� dm
�
x � K C2

0 � m � G �m
�
I � �

Analogously we get

m
�
gk1
�
G ���

m
�
gk1
�
I �	� � 1

C2
0
� m � G �m
�
I �

showing that the corollary holds with C � C2
0 .

Now we are ready to exclude from I the points that fall into the basin of the saddle-node in a
controlled way.

Let G � � gk1 2 I � � 1 �W0 �"b I. On the one hand, if G +� I then by Lemma 2.5 and Corollary 2.7
we obtain

m
�
G �

m
�
I � � 1

C
m
�
gk1
�
G �	�

m
�
gk1
�
I �	� � m

�
gk1
�
I �YC � W0 # W � η �	�	�

C � sup 2 g ( 2 � m � M # W � η �	� � η
C � sup 2 g ( 2 � m � M # W � η ��� (2.5)

where by definition of k1 we have

m
�
gk1
�
I ����K sup 2 g ( 2 � m � gk1 � 1 � I �	��K sup 2 g ( 2 � m � M # W � η �	�!�

Taking η � 0 small enough (see also Remark 2.3) (2.5) gives

m
�
I # G �c� m

�
I �d6 m

�
G ��K m

�
I �fe 1 6 m

� � r� 0 �_�
C � sup 2 g ( 2 � m � M # W � η �	�0gK γ0 � m � I �!�

where γ0 � � 0 � 1 � does not depend on I nor on k1.
On the other hand, if G � I then the last inequality is trivially true and we are done.

Otherwise, if a positive Lebesgue measure set remains in I # G, we proceed by induction to
conclude the proof of Proposition 2.2.

In what follows we set I0 � I and I1 � I # G. Let us assume that we have already constructed
a nested collection of sets I0 h I1 h �	�	� h In such that

1. for each i � 1 �	�	���G� n, Ii is a collection of intervals Ji � j contained in Ii � 1 and
2. to each Ji � 1 � j there corresponds an integer k � k

�
i 6 1 � j �?� N and a value η � η

�
i 6 1 � j ����

0 � η0 � satisfying

gl � Ji � 1 � j �$I M # W � η � for all l � 0 ���	�	��� k 6 1 and gk � Ji � 1 � j # Ii �"I W0 �
The previous lemmas show that the following result is true.
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Lemma 2.8. The sequence In is well defined for all n � 1 (it can be empty from some value of n
onward) and

m
�
In M 1 �"K γ0 � m � In �!�

We conclude that m
� C n 9 0In �?� 0. We now show that this implies Proposition 2.2.

Let us take x �iC n 9 0In. Then there exists a sequence 0 � k0 V k1 V k2 VH�	�	� of integers and
η1 � η2 �	�	�	� of reals in

�
0 � η0 � such that

g j � x �"� M # W � ηi � for ki K j V ki M 1 and i � 0 �
Moreover M # W � ηi � h M # W � η0 � for all i � 0. Hence x � g � j � M # W � ηi �	� h g � j � M # W � η0 � .

We deduce that if g j � y �/� M # W � η0 � and y � I, then y � g � j � M # W � η0 �	�/I g � j � M # W � ηi ���
and thus y �jC n 9 0In. This means that

I CED
n 9 0

g � n � M # W �"I I C B D
n 9 0

g � n k M # W � η0 ��l F ImD
n 9 0

In �
Since we already know that m

� C n 9 0In ��� 0, this ends the proof of Proposition 2.2.

3. INVARIANT MEASURES SATISFYING THE ENTROPY FORMULA

Here we prove Theorem B. Let µ0 be a f0-invariant probability measure satisfying the Entropy
Formula (1.1), i.e., µ0 is a equilibrium state for the potential 6 log 2 f (0 2 . The following result
shows that we can assume without loss that µ0 is ergodic.

Lemma 3.1. Almost every ergodic component of an equilibrium state for 6 log 2 f (0 2 is itself an
equilibrium state for this same function.

Proof. Let µ be an f0-invariant measure satisfying hµ
�
f0 �"� a log 2 f (0 2 dµ. On the one hand, the

Ergodic Decomposition Theorem (see e.g Mañé [13]) ensures that
 log 2 f (0 2 dµ � 
n
 log 2 f (0 2 dµz dµ
�
z � and hµ

�
f0 �?� 
 hµz

�
f0 � dµ

�
z �!� (3.1)

On the other hand, Ruelle’s inequality guarantees for a µ-generic z that

hµz

�
f0 �"K 
 log 2 f (0 2 dµz � (3.2)

By (3.1) and (3.2), and because µ is an equilibrium state, we conclude that we have equality
in (3.2) for µ-almost every z.

Now we have two cases.
1. If µ0

� % 0 '0�.� 0 then µ0 � δ0 because µ0 is ergodic and 0 is fixed.
2. Else if µ0

� % 0 '0��� 0 then we let x be a µ0-generic point, that is

1
n

n � 1

∑
j � 0

δ f j
0 P x Qdo µ0 when n � ∞ �

and we subdivide the argument in two more cases.
(a) Either x � B

� % 0 '0� or
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(b) x L� B
� % 0 '0� .

In case (a) since x is a µ0-generic point we conclude that µ0 � δ0 also.
In case (b) the positive orbit O Mf0

�
x � of x is contained in the region of M where 2 f (0 2p� 1, thus

the integral in the Entropy Formula is positive and so hµ0

�
f0 �"� 0.

It is known [19] that measures satisfying the Entropy Formula with positive entropy for en-
domorphisms of one-dimensional manifolds must be absolutely continuous (with respect to
Lebesgue (length) measure).

Finally, since by Theorem 2.1 we have B
� % 0 '0�"� M � m mod 0, the absolute continuity of µ0

implies that there exits a µ0-generic point x in B
� % 0 '0� , thus µ0 � δ0 as we wanted, proving

Theorem B.

4. STATISTICAL STABILITY

Here we prove Theorem C. First we recall some properties of the generic unfolding of saddle-
node arcs, which can be found in [8, 16].

4.1. Transition maps for saddle-node unfoldings. In what follows we let f0 be a saddle-node
local diffeomorphism and perform a local analysis of the dynamics near the saddle-node point 0.
In this setting the map f0 is a C2 diffeomorphism in a neighborhood of 0.

Given a saddle-node arc
�
ft � t of one dimensional maps, as defined in Section 1.1, there is what

is called an adapted arc of saddle-node vector fields
�
X
�
t ���q�	� t, which has the form

X
�
t � x �A� t ; αx2 ; βxt ; γt2 ; O

� 2 t 2 3 ;r2 x 2 3 �!� with α � 0 � (4.1)

and describes the local dynamics of
�
ft � t: the arc

�
ft � t embeds as the time-one of

�
X
�
t �	�s�	� t. That

is, if Xs
�
t ���q� denotes the time-s map induced by

�
X
�
t �	�s�	� t then ft

�
x �$� X1

�
t � x � for every t and

every x. For a V 0 V b fixed close enough to 0, k � N and t � 0 sufficiently small, if σk
�
t ���t� 0 � 1 �

is defined by the relation
Xk M σk P t Q � t � a �<� b �

then it is proved in [8] that for k � 1 large enough, there is a unique t 8k � 0 such that σk
�
t 8k �?� 0,

and
σk : � t 8k M 1 � t 8k � � � 0 � 1 �

is a C∞ decreasing diffeomorphism onto � 0 � 1 � . Set tk the inverse of σk.
For each k � 1 large enough, define Tk : � 0 � 1 �]ut� f � 1

0
�
a �W� f0

�
a ��� � R by Tk

�
σ � x �"� f k

tk P σ Q � x �!�
Note that Tk depends on both a and b. For f � 1

0
�
a �vV x V f0

�
a � and t small, define ta

�
t � x � by

Xta P t � x Q � t � x �A� a � The sequence
�
Tk � k converges in the C∞ topology to the transition map

T∞ : � 0 � 1 �7ui� f � 1
0

�
a �!� f0

�
a �[��w� R �

defined by T∞
�
σ � x �?� Xta P 0 � x Qx� σ

�
0 � b �!� Note that T∞ depends also on both a and b.

Observe also that ∂xT∞
�
σ � x � is bounded away from zero by a constant which does not depend

on
�
σ � x � . With b fixed, and taking a sufficiently close to 0, we can assume that this constant is

arbitrarily large, since the number of iterates needed to take a to b increases without limit if t is
small enough and a close enough to 0.
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4.2. Uniform expansion. Now we present the arguments proving statistical stability of saddle-
node arcs.

As in the previous subsection we fix a V 0 V b with a close enough to 0 in order to get
∂xTa
�
σ � x ��� 2c0 � 1, for every σ �y� 0 � 1 � and for all x �y� f � 1

0

�
a �W� f0

�
a ��� . For small t � 0 there

exists k � 1 such that t �z� t 8k � 1 � t 8k � and

Tk M σk P t Q : � f � 1
0

�
a �!� f0

�
a ��� � � f � 2

0

�
b �!� ∞ �!� x w� f k

tk P t Q � x �
has derivative bigger than c0 � 1, i.e. �

Tk M σk P t Q � ( � c0 � 1 � (4.2)

Theorem 4.1. There exist e0 � 0 and t0 � 0 small enough such that for every t � � 0 � t0 � and for
all x � M we have

liminf
n {|M ∞

1
n

log 2 � f n
t � ( � x �324� e0 � (4.3)

Proof. To obtain such result we note that since we are assuming that ft is expanding outside the
immediate basin of the saddle-node, it is enough to analyse the dynamical behavior near 0.

Now we use the fact that I0 �}� f � 1
0
�
a �!� f0

�
a ��� is a fundamental domain for the dynamics of ft ,

for t � 0 small by construction. Hence for each x � M we can consider the sequence of return
times n1 V n2 V~�	�	� of f n

t
�
x � to I0. Then ni M 1 6 ni � k for all i � 1. Thus for big n we have

n � 1

∑
j � 0

log 2 f (t � f j
t
�
x �	�T2

n
� # % 0 K j V n : f j

t
�
x �"� M # �W0 � � 0 � f 2

0
�
b �����W'

n � inf
M ��P W0 � � 0 � f 2

0 P b QR��Q log 2 f (t 2
; # % 0 K j V n : f j

t
�
x �$��� s � f � 1

0

�
a ����'

n � inf� s � f � 10 P a QR� log 2 f (t 2 (4.4)

; # % 0 K j V n : f j
t
�
x �$� I0 '

n � logc0 �
where W0 is the immediate basin of attraction of the saddle-node 0 for f0 (see Section 2 for
the definition of immediate basin) and s is the source connected to the saddle-node, recall Re-
mark 1.1.

We observe that fixing t0 � 0 small there exists a constant C0 � 0 such that the number of
iterates needed for y �-� s � f � 1

0

�
a ��� to fall into I0 under ft is bounded from above by C0 for all

t � � 0 � t0 � . Thus the quotients in the expression above, which are the frequencies of visits to the
corresponding subsets along the orbit of x, can be estimated as follows. First we note that

# % 0 K j V n : f j
t
�
x �$� M # � W0 � � 0 � f 2

0
�
b ���_��'

n
; # % 0 K j V n : f j

t
�
x �$��� d0 � f � 1

0

�
a ����'

n; k � # % 0 K j V n : f j
t
�
x �"� I0 '

n
� 1 (4.5)

Now we observe that at each return ni to I0 the orbit of x spends at most C0 iterates in � s � f � 1
0

�
a �[�

before arriving in I0, while it spends k iterates during the transition to a neighborhood of b. Thus
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the following quotient is bounded from above by C0 L k,

# % 0 K j V n : f j
t
�
x �$��� d0 � f � 1

0

�
a ����'

k � # % 0 K j V n : f j
t
�
x �"� I0 ' K C0

k
� (4.6)

Finally since we can take t0 arbitrarily close to 0, and so k grows without bound, the lower bound
on (4.4) can be made positive for t0 close enough to 0, independent on both n and x, since the
only negative term is precisely the middle term in the right hand sum of (4.4). This concludes
the proof of the statement and proves item 1(a) of Theorem C.

Since Theorem 4.1 ensures, in particular, that for every x � M there exists n � 1 such that2 � f n
t ��( � x �32�� 1, then we conclude that ft is uniformly expanding, i.e., there are constants C � 0

and σ � 1 satisfying 2 � f n
t �[( � x �32S� Cσn for all x � M, n � 1 and t � � 0 � t0 � , see e.g. [2].

Theorem 4.2. Let t0 � 0 be given by Theorem 4.1. Then for all t � � 0 � t0 � there exists a unique
absolutely continuous ergodic probability measure µt for ft such that

0 V hµt

�
ft �?� 
 log 2 f (t 2 dµt � (4.7)

Proof. The conclusion of Theorem 4.1 is enough to guarantee that ft is uniformly expanding,
for t � � 0 � t0 � , by [2, Theorem A]. It is well known that uniformly expanding maps admit a
unique absolutely continuous ergodic invariant measure satisfying the Entropy Formula (4.7),
see e.g. [13].

Another consequence of uniform expansion is the following.

Theorem 4.3. Let µ0 be a weak 8 accumulation point of µt when t � 0. Then there exists a finite
partition ξ of M which is a µt mod 0 generating partition for ft , for all t � � 0 � t0 � , and also that
µ0
�
∂ξ �)� 0, i.e., the µ0 measure of the boundary of the atoms of ξ is zero.

Proof. Any finite partition of M Lebesgue modulo zero is a µt mod 0 partition of M (since µt >
m) and also a generating partition, by the uniform expansion of ft for t � � 0 � t0 � , see e.g. [13].

A finite partition Lebesgue modulo zero whose boundary has also zero measure with respect
to µ0 may be obtained as follows. For any fixed δ � 0 we may find a finite open cover of
M by δ-balls: % B � xi � δ �!� i � 1 �	�	�	��� k ' . We observe that since µ0 is a finite measure, there exist
arbitrarily small values η � 0 such that µ0

�
∂B
�
xi � δ ; η �	�:� 0 for all i � 1 �	�	�	��� k. Moreover

we automatically have m
�
∂B
�
xi � δ ; η �	�"� 0 also. Let us fix such a η. Then the partition ξ �

B
�
x1 � δ ; η �7� �	�	� � B

�
xk � δ ; η � is as stated.

Theorem 4.4. In this setting, for all weak 8 accumulation point µ0 of µt when t � 0 M we have

limsup
t { 0 � hµt

�
ft �"K hµ0

�
f0 �!� (4.8)

This result together with Ruelle’s inequality will show that every weak 8 accumulation point
µ0 of µt when t � 0 M satisfies the Entropy Formula.
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Proof. Let us fix a weak 8 accumulation point µ0 of µt when t � 0 M and a partition ξ as in
Theorem 4.3. Then by the Kolmogorov-Sinai Theorem [13] and setting ξn �r� n � 1

j � 0 f � j
t ξ we have

for any given fixed n � 1

hµt

�
ft �?� hµt

�
ft � ξ ��� inf

k 9 1

1
k

Hµt

�
ξk �.K 1

n

 6 logµt

�
ξn
�
x �	� dµt

�
x �W�

Now since the boundary of every element of ξ has µ0 measure zero, then we have the following
convergence

1
n

 6 logµt

�
ξn
�
x �	� dµt

�
x � � 1

n

 6 logµ0

�
ξn
�
x �	� dµ0

�
x �?� 1

n
Hµ0

� � n � 1
j � 0 f � j

0 ξ �W�
Since this holds for all n � 1, we have

limsup
t { 0 � hµt

�
ft �"K hµ0

�
f0 �!�

completing the proof.

From Theorem 4.4 we conclude that the Entropy Formula (1.1) holds for every weak 8 accumu-
lation point µ0 of

�
µt � t � 0 when t � 0 M , since as already observed the opposite inequality in (4.8)

is always true by [20].
Finally, by Theorem B, we see that every weak 8 accumulation point µ0 as above is the Dirac

mass δ0, which ends the proof of Theorem C.

5. STOCHASTIC STABILITY

Here we prove Theorem D. We consider the family ft
�
x �)� f0

�
x �Y; t, where f0 satisfies (H1),

which is a generic unfolding of the saddle-node at 0. Hence for all t � 0 close enough to 0 the
map ft is uniformly expanding, by Theorem 4.1.

5.1. Uniqueness of stationary probability measures. We note that by the choice of the family�
ft � t �� 0 � t0 � , generically unfolding the saddle-node at 0, we have that there exists ζ � 0 such that

for all x � M % ft
�
x � : t � supp

�
θε �W' h B

�
ft � � x �W� ζ �!� (5.1)

for some fixed t 8v� supp
�
θε � , where B

�
z � ζ � is the ball of radius ζ centered at z. This holds just

because supp
�
θε � has nonempty interior and the map t w� ft

�
x � is continuous (in fact C2) for

every fixed x.
Let us define fx : � 0 � t0 � � M � t w� ft

�
x �.� f0

�
x ��; t for any given fixed x � M. The condition

θε > m ensures that for every x � M we have
�
fx � 8 � θN

ε � > m, where
�
fx � 8 � θε � is the probability

measure defined by 
 ϕ
�
ft
�
x �	� dθε

�
t �

for every bounded measurable function ϕ : M � R. Indeed, if E is a Borel subset of M such that
m
�
E �?� 0, then�

fx � 8 � θε � � E ��� 
 1E
�
f0
�
x �Y; t � dθε

�
t ��� 
 1E � f0 P x Q dθε � θε

�
E 6 f0

�
x �	��� 0 �
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because m
�
E 6 f0

�
x �	�/� m

�
E �/� 0. The definition of stationary measure shows that every ε-

stationary measure µε is such that
 ϕdµε � 
�
 ϕ
�
ft
�
x ��� dθε

�
t � dµε � x �?� 
 � � fx � 8 θε � ϕdµε � x �!�

hence µε > m also. Since µε � supp
�
µε ���O� 1 we get m

�
supp
�
µε �	�<� 0 using the absolute continuity.

A standard property of ε-stationary measures is that ft
�
supp
�
µε �	�:I supp

�
µε � for every t �

supp
�
θε � , see e.g. [4].

This invariance property together with (5.1) show that there exist ζ � 0 and x � supp
�
µε � such

that supp
�
µε � h B

�
ft � � x �!� ζ � . Thus the support of µε has nonempty interior. By the uniform ex-

pansion we know that ft is transitive (even topologically mixing, see e.g.[13]) for all t � supp
�
θε � ,

hence we conclude that supp
�
µε �?� M for every ε-stationary probability measure µε.

Under the conditions assumed in the statement of Theorem D together with property (5.1)
it is known (see e.g. [4]) that there are at most finitely many ε-stationary ergodic absolutely
continuous probability measures with pairwise disjoint supports. Since we have shown that any
ε-stationary measure has full support in M, we conclude that for every ε � 0 there is a unique
ε-stationary absolutely continuous and ergodic measure µε, as stated in item (1) of Theorem D.

5.2. Entropy and random generating partitions. Let µε be a ε-stationary measure as defined
above. Here we give two equivalent definitions of the entropy of µε to be used in what follows.

Theorem 5.1. [9, Thm. 1.3] For any finite measurable partition ξ of M the limit

hµε
�
ξ ��� lim

n { ∞

1
n

 Hµε k n � 1�

k � 0

�
f k
ω � � 1ξ l dθN

ε
�
ω �

exists.

This limit is called the entropy of the random dynamical system with respect to ξ and to µε. As
in the deterministic case the above limit can be replaced by the infimum.

The metric entropy of the random dynamical system is defined as

hµε � sup
ξ

hµε
�
ξ �!�

where the supremum is taken over all finite measurable partitions.
It seems natural to define the entropy of a random system by hθN

ε � µε
�
S � where S is the skew-

product map S : � 0 � t0 � N u M � � 0 � t0 � N u M � � ω � x �?w� � σ � ω �W� ft1 � x �	� , and σ : � 0 � t0 � N � � 0 � t0 � N is
the left shift on sequences. However (see e.g. [9, Thm. 1.2]) under some mild conditions the
value of this function is infinite. But the conditional entropy of θN

ε u µε with respect to a suitable
σ-algebra of subsets coincides with the entropy as defined above.

Let B u M denote the minimal σ 6 algebra containing all products of the form A u M with
A � B � In what follows we denote by hB � M

θN
ε � µε

�
S � the conditional metric entropy of S with respect

to the σ-algebra B u M � (See e.g. [6] for definition and properties of conditional entropy.)

Theorem 5.2. [9, Thm. 1.4] Let µε be a ε-stationary probability measure. Then

hµε � hB � M
θN

ε � µε

�
S �!�
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The Kolmogorov-Sinai result about generating partitions is also available in a random version.
We denote by A � B

�
M � the Borel σ-algebra of M and say that for a given fixed ε � 0, a finite

partition ξ is a random generating partition for A ifM ∞�
k � 0

�
f k
ω � � 1ξ � A for θN

ε 6 almost all ω ��� 0 � t0 � N � (5.2)

Theorem 5.3. [9, Cor. 1.2] If ξ is a random generating partition for A then hµε � hµε
�
ξ � .

5.3. Entropy Formula for random perturbations. We want to show that µε satisfies an En-
tropy Formula analogous to (1.1) in the random setting. The absolute continuity and ergodicity
of µε gives that µε satisfies the Entropy Formula in the following form (see [11]):

hµε � lim
n {|M ∞

1
n

log 2 � f n
ω � ( � x �32!� lim

n {|M ∞

1
n

n � 1

∑
j � 0

log 2 f (0 � f j
ω
�
x ���32W� 
 log 2 f (0 2 dµε � (5.3)

for θN
ε u µε almost every

�
ω � x ��� Ω u M, as long as the random Lyapunov exponent given by the

above limit is positive. (This limit does not depend on
�
ω � x � by the Ergodic Theorem.) Similarly

to what was done in (4.4) we write

n � 1

∑
j � 0

log 2 f (0 � f j
ω
�
x �	�T2

n
� # % 0 K j V n : f j

ω
�
x �"� M # �W0 � � 0 � f 2

0
�
b �����W'

n � inf
M ��P W0 � � 0 � f 2

0 P b QR��Q log 2 f (0 2
; # % 0 K j V n : f j

ω
�
x �"�z� d � f � 1

0

�
a �[��'

n � inf� d � f � 10 P a QR� log 2 f (0 2 (5.4)

; # % 0 K j V n : f j
ω
�
x �"� I0 '

n � log ĉ0 �
where ĉ0 � 1 depends on t �ε � infsupp

�
θε � and t Mε � supsupp

�
θε � and is given as follows.

We observe that for any ω � supp
�
θN

ε � and every x � I0 �5� f � 1
0
�
a �W� f0

�
a ��� and j � 1, we have

f j
t �ε � x �"K f j

ω
�
x �"K f j

t �ε � x � (5.5)

for all j � 1 �	�	����� k � ω � x � , where

k
�
ω � x �)� min % j � 1 : f j

ω
�
x �"��� f � 1

0

�
b �!� f0

�
b ����'1�

Moreover k
�
ω � x �$�z� k � t Mε �!� k � t �ε �[� , where

k
�
t �A� min % k � 1 : t ��� t 8k M 1 � t 8k ��'1�

using the definitions of t 8k from the transition maps in Subsection 4.1.
Now we assume that supp

�
θε � is sufficiently small so that

H2: k
�
t �ε �d6 k

�
t Mε �.V C,
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for some constant C � 0 such that
�
f k P t �ε Qx� C
t �ε �[( � x �.� ĉ0 for some ĉ0 � 1 close to c0 given by (4.2).

Then because f (t � f (0 is increasing near 0 (we recall that f (*(0 � 0 ��� 0 by the initial assumptions on
f0), we get by (5.5) and (H2)�

f k P ω � x Q
ω � ( � x �$� � f k P ω � x Q

t �ε � ( � x �$� � f k P t �ε Qx� C
t �ε � ( � x �"� ĉ0 �

Finally, we note that the same arguments in the proof of Theorem 4.1 give a uniform bound
just like the one of (4.6) with ω in the place of t, as long as d0 is small enough. This shows that
the limit in (5.3) is positive and thus the Entropy Formula holds.

5.4. Uniform random generating partition. The arguments in the previous subsection pro-
vide, in addition, that the Lyapunov exponent is uniformly bounded away from zero, that is,
there exists c1 � 0 such that for θN

ε u µε-almost every
�
ω � x �

lim
n {|M ∞

1
n

n � 1

∑
j � 0

log 2 f (0 � f j
ω
�
x �	�324� 4c1 � 0 for all small enough ε � 0 � (5.6)

Here we show that this is enough to ensure the existence of a finite m mod 0 partition ξ which is
a random generating partition for the Borel σ-algebra A of M, as defined in (5.2), for all small
enough ε � 0.

5.4.1. Hyperbolic times. The bound (5.6) guarantees the existence of infinitely many hyperbolic
times for θN

ε u µε-almost every point in Ω u M, which we now define.
Given α � 1 we say that n � N is a α-hyperbolic time for

�
ω � x �v� Ω u M if (here we write

ω � � t1 � t2 � t3 �	�	�	��� ) 2 � f k
σ jω � ( � f n � k

ω
�
x �	�32W� n � 1

∏
j � n � k

2 � ft j � 1 � ( � f j
ω
�
x �	�32S� αk

for every 1 K k K n.
These special times are important due to the following uniform contracting property.

Proposition 5.4. There is δ1 � 0, depending on α � 1 and f0 only, such that if n is α-hyperbolic
time for

�
ω � x �"� Ω u M, then there is a neighborhood Vn � Vn

�
ω � x � of x in M such that

1. f n
ω maps Vn diffeomorphically onto the ball of radius δ1 around f n

ω
�
x � ;

2. for every 1 K k K n and y � z � Vk

dist
�
f n � k
ω
�
y �W� f n � k

ω
�
z �	�.K α � k � 2 dist

�
f n
ω
�
y �!� f n

ω
�
z �	�!�

Proof. See [1, Proposition 2.6].

The existence of hyperbolic times is a consequence of (5.6) together with the following lemma
due to Pliss [18].

Lemma 5.5. Let H � c2 � c1 � 0 and ζ � � c2 6 c1 �	L � H 6 c1 � . Given real numbers a1 �	�	�	��� aN
satisfying

N

∑
j � 1

a j � c2N and a j K H for all 1 K j K N �
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there are l � ζN and 1 V n1 V~�	�	�pV nl K N such that
ni

∑
j � n M 1

a j � c1 � � ni 6 n � for each 0 K n V ni � i � 1 ���	�	�p� l �
Proof. See e.g.[3, Lemma 3.1] or [13].

Indeed, setting H � max % 2 f (0 � x �32�� x � M '1� c2 � 2c1 and a j � log 2 f (0 � f j
ω
�
x �	�32 , then we obtain

from (5.6) that there are infinitely many α-hyperbolic times for θN
ε u µε-almost every

�
ω � x � with

α � ec1 , where c1 comes from (5.6).

5.4.2. Constructing the generating partition. Here we use the previous results to prove the fol-
lowing theorem analogous to Theorem 4.3.

Theorem 5.6. Let µ0 be a weak 8 accumulation point of µε when ε � 0. Then there exists a finite
partition ξ of M which is a µε mod 0 generating partition for all small enough ε � 0, and also
that µ0

�
∂ξ �)� 0, i.e., the µ0 measure of the boundary of the atoms of ξ is zero.

Proof. A finite partition Lebesgue modulo zero whose boundary has also zero measure with
respect to µ0 and with arbitrarily small diameter δ � 0 may be obtained as already explained in
the proof of Theorem 4.3.

Now we show that if the diameter of ξ satisfies 0 V δ V δ1 L 2, where δ1 is given by Proposi-
tion 5.4, then ξ is a random generating partition for the Borel σ-algebra as in (5.2) for all small
enough ε � 0.

Indeed, for θN
ε u µε-almost every

�
ω � x � there are infinitely many α-hyperbolic times n1 V

n2 V ���	� for
�
ω � x � , from Subsection 5.4.1. By definition, setting ξn �ω �H� n � 1

j � 0

�
f j
ω � � 1ξ, then for

y � ξn � ω � x � we have that

f j
ω
�
y �"� ξ

�
f j
ω
�
x �	� implying d

�
f j
ω
�
y �!� f j

ω
�
x �	�"K diamξ K δ1

2
for j � 0 �	�	�	��� n 6 1 and n � 1. Taking n � nk for some hyperbolic time nk with k � 1, then
by Proposition 5.4 we get d

�
x � y �:K α � nk � 2 � δ1 L 2. Since k may be taken arbitrarily large, we

conclude that

diamξn �ω � x � � 0 when n � ∞

for θN
ε u µε-almost every

�
ω � x � . This implies that � n 9 1 ξn �ω � A � µε mod 0, finishing the proof.

5.5. Accumulation measures and Entropy Formula. Now we prove that every weak 8 accu-
mulation measure µ0 of

�
µε � ε � 0 when ε � 0 satisfies the Entropy Formula.

We start by fixing a weak 8 accumulation point µ0 of µε when ε � 0: there exists εk
� 0 when

k � ∞ such that µ � limk µεk . We also fix a uniform random generating partition ξ as in the
previous subsection.

We need to construct a sequence of partitions of Ω u M according to the following result. We
set ω0 � � 0 � 0 � 0 �	�	�	���"� Ω in what follows.
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Lemma 5.7. There exists an increasing sequence of measurable partitions
�
Bn � n 9 1 of Ω such

that

1. ω0 � int
�
Bn
�
ω0 �	� for all n � 1;

2. Bn � B , θεk mod 0 for all k � 1 when n � ∞;
3. limn { ∞ Hρ

�
ξ 2 Bn �?� Hρ

�
ξ 2 B � for every measurable finite partition ξ and any S-invariant

probability measure ρ.

Proof. For the first two items we let Cn be a finite θεk mod 0 partition of Ω such that t0 �
int
�
Cn
�
t0 �	� with diamCn

� 0 when n � ∞. Example: take a cover
�
B
�
t � 1 L n ��� t  X of Ω by

1 L n-balls and take a subcover U1 �	���	��� Uk of Ω # B
�
t0 � 2 L n � together with U0 � B

�
t0 � 3 L n � ; then

let Cn � U0 � �	�	� � Uk.
We observe that we may assume that the boundary of these balls has null θεk-measure for all

k � 1, since
�
θεk � k 9 1 is a denumerable family of non-atomic probability measures on Ω. Now

we set

Bn � Cn u n�	�	�Ou Cn u Ω for all n � 1 �
Then since diamCn K 2 L n for all n � 1 we have that diamBn K 2 L n also and so tends to zero
when n � ∞. Clearly Bn is an increasing sequence of partitions. Hence � n 9 1Bn generates the
σ-algebra B , θεk mod 0 (see e.g. [6, Lemma 3, Chpt. 2]) for all k � 1. This proves items (1) and
(2).

Item (3) of the statement of the lemma is Theorem 12.1 of Billingsley [6].

Now we use some properties of conditional entropy to obtain the right inequalities. We start
with

hµεk � hµεk

�
ξ ��� hB � M

θN
εk � µεk

�
S � Ω u ξ �

� inf
n 9 1

1
n

HθN
εk � µεk B n � 1�

j � 0

�
S j � � 1 � Ω u ξ ��2 B u M F

where the first equality comes from the random Kolmogorov-Sinai Theorem 5.3 and the second
one can be found in Kifer [9, Thm. 1.4, Chpt. II], with Ω u ξ � % Ω u A : A � ξ ' . Hence for
arbitrary fixed N � 1 and for any m � 1

hµεk K 1
N � HθN

εk � µεk B N � 1�
j � 0

�
S j � � 1 � Ω u ξ ��2 B u M F

K 1
N � HθN

εk � µεk B N � 1�
j � 0

�
S j � � 1 � Ω u ξ ��2 Bm u M F

because Bm u M I B u M. Now we fix N and m, let k � ∞ and note that since µ0
�
∂ξ �"� 0 �

δω0

�
∂Bm � it must be that�

δω0 u µ0 � � ∂ � Bi u ξ j �	��� 0 for all Bi � Bm and ξ j � ξ �
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where δω0 is the Dirac mass concentrated at ω0 � Ω. Thus we get by weak 8 convergence of
θN

εk
u µεk to δω0 u µ0 when k � ∞

limsup
k { ∞

hµεk K 1
N � Hδω0 � µ0

B N � 1�
j � 0

�
S j � � 1 � Ω u ξ ��2 Bm u M F � 1

N � Hµ0
k N � 1�

j � 0

f � jξ l � (5.7)

Here it is easy to see that the middle conditional entropy of (5.7) (involving only finite partitions)
equals

1
N ∑

i
µ0
�
Pi � logµ0

�
Pi �W�

with Pi � ξi0 C f � 1ξi1 C �	�	� C f �AP N � 1 Q ξiN � 1 ranging over all possible sequences ξi0 �	�	�	��� ξiN � 1 � ξ.
Finally, since N was an arbitrary integer, it follows from (5.3), (5.7) and the Ruelle Inequality
that 
 log 2 f (0 2 dµ0 K limsup

k { ∞
hµεk K hµ0

�
f0 �"K 
 log 2 f (0 2 dµ0 �

showing that µ0 satisfies the Entropy Formula.
To conclude the proof of Theorem D we observe that µ0 is f0-invariant by construction and

since it satisfies the Entropy Formula, Theorem B ensures that µ0 � δ0 the Dirac mass at the
saddle-node 0.
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[1] Alves, J. F., Araújo, Random perturbations of nonuniformly expanding maps, Geometric methods in dynam-
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