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We consider n-dimensional Euclidean lattice networks with nearest neighbour
coupling architecture. The associated lattice dynamical systems are infinite systems
of ordinary differential equations, the cells, indexed by the points in the lattice. A
pattern of synchrony is a finite-dimensional flow-invariant subspace for all lattice
dynamical systems with the given network architecture. These subspaces correspond
to a classification of the cells into k classes, or colours, and are described by a local
colouring rule, named balanced colouring.

Previous results with planar lattices show that patterns of synchrony can exhibit
several behaviours like periodicity. Considering sufficiently extensive couplings, spa-
tial periodicity appears for all the balanced colourings with k colours. However,
there is not a direct way of relating the local colouring rule and the colouring of
the whole lattice network.

We state a necessary and sufficient condition for the existence of a spatially
periodic pattern of synchrony, given an n-dimensional lattice network with nearest
neighbour couplings, and a local colouring rule with k colours. As an intermediate
step, we obtain the proportion of the cells for each colour, for the lattice network
and any finite bidirectional network with the same balanced colouring.
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1. Introduction

(a) context

The theory of coupled cell systems, developed in [Stewart et al. 2003] and
[Golubitsky et al. 2005], applies to the case of a lattice network, GL, where an infi-
nite number of identical cells are disposed on a lattice L. Each cell is a system of
ordinary differential equations with phase space Rd, with d ∈ N, and is coupled to
a number of cells in its neighbourhood, such that the whole system is invariant by
the translations of L.

In this work we consider n-dimensional Euclidean lattices with nearest neighbour
coupling architecture. If J is the set of the nearest neighbours of the origin then a
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lattice dynamical system is defined by the infinite number of ordinary differential
equations:

ẋl = f (xl, xl+g1 , . . . , xl+gv ) with l ∈ L (1.1)

where v = #J is the valence, g1, . . . , gv ∈ J and f is invariant under all permuta-
tions of the variables under the bar.

This follows the general definition of lattice networks and lattice dynamical
systems considered in [Antoneli et al. 2005] where it is assumed that the coupling
structure is determined by the distances between lattice points.

Patterns of synchrony are finite-dimensional flow-invariant subspaces for all lat-
tice dynamical systems with a given network architecture and are formed by set-
ting equal the coordinates in different cells. The general theory of coupled cell
systems [Golubitsky et al. 2005, Stewart et al. 2003] shows that finding patterns of
synchrony is equivalent to finding balanced colourings of cells, where the colour of
the cell l ∈ L defines the number of its neighbours with each colour. In a nearest
neighbour coupling architecture, each balanced colouring corresponds to a colouring
matrix A = (aij). The entry aij is the number of cells with colour j that are coupled
to a cell of colour i, with i, j ∈ U = {1, . . . , k}. Here U is the set that indexes the k
different colours of the balanced colouring. Our study concerns balanced colourings
for a general number of colours k.

Equations (1.1), can be restricted to the flow-invariant subspace defined by
identifying the cell coordinates of cells with the same colour, denoted by xi with
i ∈ U . Thus, the restriction is defined by the finite-dimensional system with k
equations: 

ẋ1 = f (x1, y11, . . . , y1v) ,
...

ẋk = f (xk, yk1, . . . , ykv) .

(1.2)

where the arrays (yi1, . . . , yiv) have aij entries equal to xj . This system can be
described by a quotient network, a coupled cell network with k cells, one of each
colour, having adjacency matrix A.

See Section d for an illustration of these concepts.

There are several results concerning patterns of synchrony in lattice networks.
In what follows, we consider that a family of patterns is a set of patterns in a lattice
network having the same balanced colouring rule, for a given architecture, and
that a spatially periodic pattern of synchrony corresponds to a balanced colouring
of an n-dimensional lattice network that is periodic along n linearly independent
directions.

[Golubitsky et al. 2004] describes an infinite family of two-colour patterns of
synchrony on planar square lattice systems with nearest neighbour coupling and
[Wang and Golubitsky 2005] classifies all possible two-colour patterns of synchrony
of planar square and hexagonal lattice networks with two different architectures —
nearest or both nearest and next nearest neighbour couplings. For nearest neighbour
coupling architecture they show that there are two (resp. three) infinite continuum
families in the square (resp. hexagonal) lattice and eight (resp. ten) isolated pat-
terns. Moreover, these include spatially periodic and nonperiodic colourings. The
technique followed in this enumeration was strongly based at: (i) The enumeration
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of all possible two-cell networks with one type of edge and where each cell receives
four (resp. six) inputs. (ii) Checking which of these two-cell networks was corre-
sponding to a balanced colouring of the fixed planar lattice with nearest neighbour
coupling. From the tractable point of view this method, followed for k = 2 and
n = 2, does not generalize for all n or k.

[Antoneli et al. 2005] studies k-colour patterns of synchrony in Euclidean lat-
tices proving that, for planar lattices, they are periodic if the couplings are suffi-
ciently extensive.

(b) our results

Our aim is to relate the local structure, given by the rule of the balanced colour-
ing, with the long-range behaviour of the patterns of synchrony, for a general n-
dimensional lattice and a general balanced k-colouring.

Given an n-dimensional Euclidean lattice L, with nearest neighbour coupling
architecture, and a k×k matrix A, our main result, Theorem 5.4, states a necessary
and sufficient condition for the existence of a spatially periodic pattern of synchrony
in the lattice network, corresponding to the balanced colouring defined by A.

The condition involves the bidirectional networks having the colouring matrix
A, networks that have all the couplings bidirectional and even valence. These net-
works admit a factorisation into 2-factors — a decomposition of the couplings which
originates networks with the same cells and valence two. This defines a set Σ of
permutations of their cells, one permutation for each 2-factor. If there is a home-
omorphism between the group generated by these permutations and the lattice
L then we say that Σ and J are identifiable. Let the set DA be formed by the
sets of permutations Σ associated to all the factorisations of all the possible finite
bidirectional networks with colouring matrix A. We state our main result:

Theorem 5.4. Let A be a colouring matrix with even valence v and let L be an
Euclidean lattice with #J = v. The lattice network with nearest neighbour coupling
architecture GL has a periodic balanced colouring with the colouring matrix A if
and only if DA has an element identifiable with J .

(c) article structure

We proceed the introduction with two examples illustrating our results and the
methods we have used to prove them. The rest of the paper is organized in the
following way. In Section 2 we introduce the notation and background on coupled
cell networks and lattice networks used in this work. Section 3 specifies the defi-
nition of balanced colouring of the cells in a network to the class of identical-edge
homogeneous networks. Moreover, we introduce a matrix formulation of balanced
colouring and formalize the notions of symmetry and spatial periodicity of balanced
colourings. Sections 4 and 5 are the core of our work. Section 4 is dedicated to the
construction and the decomposition of finite bidirectional networks. We state re-
sults concerning the ratio of the cells for each colour on a balanced colouring of
both finite bidirectional and lattice networks, and ensure the factorisation into 2-
factors of the considered finite bidirectional networks. In Section 5 we prove our
main result, Theorem 5.4. Under the conditions stated in this theorem, we show
how to relate a periodic balanced colouring in a finite bidirectional network to the
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same balanced colouring in a lattice network, using a projection of the lattice into
the finite network.

(d) First example

We consider an infinite number of identical cells disposed on a square lattice
and ask if it is possible to colour these cells with two different colours, say black
and grey, such that the following rule is followed: each black cell has four grey
neighbour cells and each grey cell has two black and two grey neighbours, where
the neighbours of each cell are its four closest cells of the lattice.

If each cell in the lattice is a system of ordinary differential equations, coupled
to the nearest neighbour cells that are identical systems, this colouring problem
corresponds to the definition of a flow invariant subspace of the total phase space,
see [Antoneli et al. 2005] for a complete description of these systems.

Applying the main result of this paper (Theorem 5.4) we ensure that the answer
to that question is affirmative. Moreover, we have a method to construct a periodic
two-colouring of a square lattice network respecting the given rule.

(i) the lattice network

Formally, we begin with a planar square lattice

L = {(1, 0), (0, 1)}Z

and consider the nearest neighbour coupling architecture — each element l ∈ L
interacts with the elements in l+J = {l±l1, l±l2}, where l1 = (1, 0) and l2 = (0, 1),
see figure 1.

Figure 1. The nearest neighbours of l ∈ L are the elements in the black dots.

Given the lattice and the architecture above, the two-dimensional lattice net-
work that we consider is the one represented in figure 2, where the couplings are
bidirectional: each cell receives four inputs from its neighbour cells — we say the
valence of the graph is 4.

Choosing a phase space Rd for each point in the lattice, a lattice dynamical
system consistent with the given lattice architecture is given by:

ẋi,j = f (xi,j , xi+1,j , xi−1,j , xi,j+1, xi,j−1) . (1.3)
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Here (i, j) ∈ L, xi,j ∈ Rd, and f is invariant under all permutations of the variables
under the bar.

Figure 2. A portion of the two-dimensional lattice network for a square lattice
architecture with nearest neighbour coupling.

(ii) the balanced colouring

Consider a set of two different colours, black and grey, indexed by the elements
in U = {1, 2}, and the rule each black cell receives four inputs from grey cells and
each grey cell receives two inputs from black cells and two inputs from grey cells.
This is case 42 considered in [Wang and Golubitsky 2005, page 633] and we will
use this terminology throughout.

This rule can be described by the adjacency matrix

A =
(

0 4
2 2

)
where the (i, j) entry is the number of inputs that each cell of colour i receives from
cells of colour j or, equivalently, by a coupled cell network with 2 cells, one for each
colour, as in figure 3.

Figure 3. Each black cell receives four inputs from grey cells and each grey cell receives
two inputs from grey cells and two inputs from black cells.

We construct now a periodic two-colouring of the lattice network respecting the
above rule. We show in Theorem 5.4 that this colouring is related to the decom-
position of a finite network whose couplings are bidirectional and whose cells are
coloured under the same rule. In sections iii to vi we choose a finite network with
bidirectional couplings, decompose it and build a periodic colouring of the planar
square lattice.

Observe that equations (1.3), when restricted to the flow-invariant subspace
defined by identifying the cell coordinates of cells with the same colour, form the
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finite-dimensional system {
ẋb = g (xb, xg, xg, xg, xg) ,
ẋg = g (xg, xg, xb, xg, xb) ,

(1.4)

where xb and xg denote the coordinates, respectively, of black and grey cells, and
belong to Rd, for some d ∈ N.

(iii) proportion of cells for each colour

By Lemmas 4.3 and 4.8 we obtain the proportion pi of cells of colour i ∈ U
in this balanced 2-colouring of the square lattice network with nearest neighbour
coupling architecture, as well as in the balanced colouring of a finite network with
bidirectional couplings and valence 4. Specifically, it is the ith coordinate of the left
eigenvector of the matrix A, associated to the eigenvalue 4, whose coordinates sum
1:

(p1, p2)A = 4(p1, p2).

The eigenvector such that p1 + p2 = 1 is

pT =
(

1
3
,

2
3

)
meaning that the ratio of black and grey cells in a balanced colouring corresponding
to case 42, is p1/p2 = 1/2.

(iv) the finite networks with bidirectional couplings

We construct coupled cell networks, with bidirectional couplings, corresponding
to case 42. By Lemma 4.3 the number of cells, for each colour, in these networks
follow the proportion given by p. We choose the networks having the smallest
number of cells. Since 3pT = (1, 2), three is that smallest number. Moreover, there
are two possible networks with three cells, see figure 4.

Figure 4. Two coupled cell networks where all the couplings are bidirectional. Each black
cell receives four inputs from grey cells and each grey cell receives two inputs from grey
cells and two inputs from black cells.

Let {c1, c2, c3} be the set of cells, where c1 is the black cell and c2 and c3 are
the grey cells. The adjacency matrices B1 and B2 of these bidirectional coupled cell
networks have in the (i, j)-position the number of inputs that cell ci receives from
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cell cj :

B1 =

 0 2 2
2 0 2
2 2 0

 and B2 =

 0 2 2
2 2 0
2 0 2

 .

(v) decomposition in cycles

By Lemma 4.4 each of these matrices can be decomposed into the sum of 2 (half
the valence) symmetric matrices whose lines sum 2. For this example we have

B1 =

 0 1 1
1 0 1
1 1 0

+

 0 1 1
1 0 1
1 1 0


and

B2 =

 0 2 0
2 0 0
0 0 2

+

 0 0 2
0 2 0
2 0 0


corresponding to the decomposition of the couplings shown in figure 5.

Figure 5. The decomposition of the couplings for the two bidirectional networks of
figure 4. Both G1 and G2 are decomposed into bidirectional networks with valence 2.

Each one of the matrices obtained can be written as the sum Mσ + MT
σ for

some permutation matrix Mσ associated to a permutation σ ∈ S3. Here 3 is the
number of cells in the bidirectional coupled cell network that we are considering.
For example,  0 1 1

1 0 1
1 1 0

 =

 0 0 1
1 0 0
0 1 0

+

 0 1 0
0 0 1
1 0 0

 .
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If Mσ1 is the matrix associated to the permutation σ1 = (c1c2c3),

Mσ1 =

 0 0 1
1 0 0
0 1 0

 ,

and taking σ2 = σ1, we have that B1 is the sum

B1 =
(
Mσ1 +MT

σ1

)
+
(
Mσ2 +MT

σ2

)
= 2

(
Mσ1 +MT

σ1

)
.

(vi) the periodic pattern

Since σ1 and σ2 commute then, by Theorem 5.4, we can construct a periodic
balanced two-colouring of the lattice network as shown in figure 6. Beginning with
any cell ci in any position l ∈ L, the cell in position l+ lj will be σj(ci), for j = 1, 2.

Figure 6. The permutations σ1 and σ2 are associated, respectively, to the generators l1
and l2 of the lattice.

The resulting coloured pattern is represented in figure 7, together with its non-
colinear periods

3l1 and 2l1 + l2.

By Theorem 5.4, these periods correspond to the compositions of the permutations
σ3

1 = ε and σ2
1 ◦ σ2 = ε, where ε denotes the identity element of S3.

(vii) the pattern is always found

A similar decomposition for the matrix B2 results into

B2 =
(
Mσ3 +MT

σ3

)
+
(
Mσ4 +MT

σ4

)
where σ3 = (c1c2)(c3) and σ4 = (c1c3)(c2). Since these permutations do not com-
mute, the above construction is not possible. However, Theorem 5.4 ensures that, if
there is a periodic pattern satisfying the required balanced colouring condition on
the lattice, then there is always a finite bidirectional network whose decomposition
allows its construction, see the next example.
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Figure 7. The periodic pattern obtained for case 42 with the two noncolinear periods 3l1
and 2l1 + l2.

(e) Second example

In this section we follow the converse direction of the previous example. We begin
with a spatially periodic pattern with a balanced colouring in a planar hexagonal
lattice and then construct a finite network with bidirectional couplings and with
the same colouring rule as the lattice network.

(i) the periodic colouring in the lattice

Let L be the planar hexagonal lattice

L =

{
(1, 0),

(
1
2
,

√
3

2

)}
Z

with nearest neighbour coupling architecture: J = {±l1,±l2,±l3}, where l1 =
(1, 0), l2 = (1/2,

√
3/2) and l3 = l2 − l1, see figure 8.

Consider a colouring of the cells on this lattice with two colours, black and grey,
such that each black cell receives five inputs from grey cells and one input from a
black cell, and each grey cell receives two inputs from black cells and four inputs
from grey cells. This is case 52 considered in [Wang and Golubitsky 2005, page 636]
and we present in figure 9 the only possible pattern respecting this colouring rule,
as proved in [Wang and Golubitsky 2005, Theorem 1.7].

We can identify all the cells of the hexagonal lattice that differ by a period
of the coloured pattern, obtaining seven different types of cells that compose the
fundamental domain — a portion of the pattern that is periodically repeated. Let
{c1, . . . , c7} be the set of different cells up to periods and see how they form the
pattern in figure 10.
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Figure 8. The nearest neighbours of l ∈ L are the elements in the black dots.

Figure 9. The periodic pattern for case 52 with the two noncolinear periods l1 + 2l2 and
3l2−2l1. The fundamental domain, whose periodic repetition forms the pattern, is in light
grey.

(ii) the finite network

Now we associate a permutation of the cells c1, . . . , c7 to each direction of
the couplings in the lattice network. In figure 10 we see that the permutation
σ2 = (c1c3c5c6c4c2c7) describes the sequence of cells along the given direction. This
sequence defines the couplings of a finite coupled cell network G with the set of
cells {c1, . . . , c7}, also in figure 10.

The inverse permutation σ−1
2 = (c1c7c2c4c6c5c3) corresponds to the sequence of

cells in the pattern along the opposite direction. If we consider both σ2 and σ−1
2 ,

then the couplings of the finite network G are all bidirectional.
Repeating this procedure for the remaining directions of the nearest neigh-
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Figure 10. The sequence of the cells c1, . . . , c7 associated to the permutation
σ2 = (c1c3c5c6c4c2c7), along one direction of the lattice and for a finite coupled cell

network.

Figure 11. The directions of the nearest neighbour couplings and the associated
permutations. Here l3 = l2 − l1 where l1 and l2 generate the planar hexagonal lattice.

bour couplings, as described in figure 11, we obtain σ1 = (c1c2c6c3c7c4c5), σ3 =
(c1c6c7c5c2c3c4) and the coupled cell network in figure 12. Note that this network
has adjacency matrix

B =



0 1 1 1 1 1 1
1 0 1 1 1 1 1
1 1 0 1 1 1 1
1 1 1 0 1 1 1
1 1 1 1 0 1 1
1 1 1 1 1 0 1
1 1 1 1 1 1 0


given by

B =
(
Mσ1 +MT

σ1

)
+
(
Mσ2 +MT

σ2

)
+
(
Mσ3 +MT

σ3

)
.
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The colouring of this finite coupled cell network follows the rule of the original
colouring of the hexagonal lattice. Therefore, if we were looking for a colouring of
the hexagonal lattice for case 52, our results imply that the existence of this finite
network would give us a decomposition ensuring a periodic pattern on the lattice
network with the given balanced colouring rule.

Figure 12. The coupled cell network with bidirectional couplings obtained from case 52
of a hexagonal lattice.

2. Definitions — coupled cell networks

In this section we describe the notation and concepts concerning the coupled cell
networks structure.

(a) coupled cell network

We use the definition of coupled cell network with a countable number of cells
in [Antoneli et al. 2005]:

Definition 2.1. [Antoneli et al. 2005, Definition 2.1] A coupled cell network G
consists of:

1. a countable set C of cells,

2. an equivalence relation ∼C on cells in C,

3. a countable set E of edges or arrows,

4. an equivalence relation ∼E on edges in E . The edge type of edge e is the
∼E-equivalence class of e,

5. (local finiteness) there is a head map H : E → C and a tail map T : E → C
such that for every c ∈ C the sets H−1(c) and T −1(c) are finite.

6. (consistency condition) equivalent arrows have equivalent tails and equivalent
heads; that is, if e1 ∼E e2 in E , then every H(e1) ∼C H(e2) and T (e1) ∼C
T (e2).

With notation G = (C, E ,∼C ,∼E). ♦
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(b) input set of a cell and homogeneous coupled cell network

We consider networks that may have multiple edges and self-coupling. Thus,
we follow the definition of input set of a cell and of isomorphic input sets in
[Golubitsky et al. 2005, Definitions 2.2 and 2.3]:

Definition 2.2. Let c ∈ C. The input set of c is I(c) = {e ∈ E : H(e) = c} with a
fixed ordering. An element of I(c) is called an input edge or input arrow of c. We
say that c receives m inputs from d if m = #{e ∈ I(c) : T (e) = d}. ♦

Definition 2.3. Two input sets I(c) and I(d) are isomorphic if there is a bijection
β : I(c)→ I(d) that preserves the input edge type:

i ∼E β(i) for all i ∈ I(c).

♦

Observe that if two cells have isomorphic input sets then, in particular, they are
in the same ∼C-equivalence class.

Definition 2.4. A coupled cell network is homogeneous if all the cells have iso-
morphic input sets. ♦

From now on we consider identical-edge homogeneous networks, that is, homoge-
neous coupled cell networks with only one edge type. We denote these by G = (C, E).
For this class of networks, the input sets I(c) have only one edge type and a fixed
cardinality called valence, v = #I(c), for all c ∈ C.

(c) lattice and nearest neighbours

An n-dimensional lattice L is a set

L = {l1, . . . , ln}Z ⊂ Rn

where the n elements l1, . . . , ln ∈ Rn, the generators of the lattice, are linearly
independent.

Let |l| denote the Euclidean norm of l ∈ Rn. The set

{|l| : l ∈ L}

is a countable set and the possible Euclidean distances of l ∈ L to the origin are

r0, r1, r2, . . .

such that r0 = 0 and ri < ri+1 for all i ∈ N.
Considering the set of cells J defined by

J = {l ∈ L : |l| = r1}

then the nearest neighbours of l ∈ L are the elements on l + J = {l + g : g ∈ J }.

Definition 2.5. An n-dimensional Euclidean lattice is a lattice L = {l1, . . . , ln}Z
such that |li| = r1 for all i ∈ {1, . . . , n}. ♦

Observe that if L = {l1, . . . , ln}Z is an Euclidean lattice then we have {l1, . . . , ln} ⊂
J .
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(d) n-dimensional lattice network

We define an n-dimensional lattice network with nearest neighbour coupling ar-
chitecture, a special case of the definition given by [Antoneli et al. 2005, Definition
2.5] for more general architectures.

Definition 2.6. An n-dimensional lattice network with nearest neighbour coupling
architecture consists of:

1. an n-dimensional lattice L,

2. a homogeneous coupled cell network GL whose cells are indexed by L,

3. I(c) = {e : T (e) ∈ c+ J } for all c ∈ L,

4. all the arrows in I(0) have the same edge type.

♦

The valence of a lattice network GL is a geometric property of L and equals
#J for the nearest neighbour architecture. Since −L = L and |− l| = |l|, the set J
has even cardinality. If L = {l1, . . . , ln}Z is an Euclidean lattice then we can choose
ln+1, . . . , lv/2 ∈ L such that J = {±l1, . . . ,±ln,±ln+1, . . . ,±lv/2}.

All the couplings in the lattice networks are bidirectional.

3. Definitions — balanced colourings

In this section we specify the definitions of balanced equivalence relation on C,
with k equivalence classes, and of quotient network given in [Golubitsky et al. 2005,
Sections 4 and 5] to the class of identical-edge homogeneous networks. Moreover,
we introduce a matrix formulation of balanced colouring that will be used in the
remaining sections.

(a) balanced k-colourings

Definition 3.1. Let G = (C, E) be a coupled cell network and suppose that we
colour the cells in C with k different colours. Let the colours be indexed by the set
U = {1, . . . , k}. The k-colouring ξ of the network G is the function

ξ : C −→ U
c 7−→ ξ(c)

where ξ(c) is the colour of cell c.
In order to use matrices we define an analogous vector notation

~ξ : C −→ {ei, i ∈ U}
c 7−→ ~ξ(c) = eξ(c)

where {ei, i ∈ U} is the canonical basis of Rk. ♦

Unless otherwise stated, all the vectors are column vectors. We will refer to the
colouring as ξ or ~ξ, without distinction, since they are equivalent definitions by the
isomorphism i←→ ei between U and {ei, i ∈ U}.
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Definition 3.2. Let G = (C, E) be an identical-edge homogeneous coupled cell
network with a k-colouring ξ. For any finite subset F ⊂ E we define the vector
q(F , ξ) = (q1, . . . , qk)T whose ith coordinate is the number of edges in F with tail
cell of colour i:

qi = #{e ∈ F : ξ(T (e)) = i}.
In vector notation,

q(F , ξ) =
∑
e∈F

~ξ(T (e)).

♦

Now we express the concepts of balanced colouring and quotient network in
terms of the vectors q(I(c), ξ), c ∈ C, for a colouring ξ of an identical cell homoge-
neous network G = (C, E).

Definition 3.3. Let G = (C, E) be an identical-edge homogeneous coupled cell
network. A k-colouring ξ of G is balanced if, for all cells c, d ∈ C,

ξ(c) = ξ(d) implies q(I(c), ξ) = q(I(d), ξ).

♦

Thus, in a balanced k-colouring we identify each colour i ∈ U with a particular
set of colours for the tails T (I(c)), where c is any cell with colour i. This induces
the next definition.

(b) quotient networks

Definition 3.4. Let G = (C, E) be an identical-edge homogeneous coupled cell
network with input sets I(c), for c ∈ C, and ξ a balanced k-colouring of G with
colours in U = {1, . . . , k}.

Let G0 = (C0, E0) be the coupled cell network with k cells, C0 = {c1, . . . , ck},
with input sets I0(c), for c ∈ C0, and a k-colouring ξ0 such that ξ0(ci) = i for i ∈ U
. If, for all i ∈ U , q(I0(ci), ξ0) = q(I(c), ξ) for any c ∈ C such that ξ(c) = i, then
G0 is the quotient network of G by ξ. ♦

The above definition implies, in particular, that the valences of G and G0 are
the same.

(c) adjacency matrix

Definition 3.5. Let G = (C, E) be an identical-edge homogeneous network with
C = {c1, . . . , cm}. The adjacency matrix of G is the m×m matrix B = (bij) where
bij is the number of edges from cell cj to cell ci. The adjacency matrix characterizes
G and thus we write GB . ♦

The sum of all the entries in a line of the adjacency matrix B of GB is the
valence v.

We refer to the adjacency matrix B of a network GB = (C, E) assuming we have
fixed an ordering of the set C. Unless otherwise stated, given a k-colouring ξ of GB ,
with the colours indexed by U = {1, . . . , k}, we enumerate the cells of C by

C = {c1, . . . , cm}, such that ξ(ci) ≤ ξ(cj) for i < j.
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Consider the k-colouring ξ0 of a network G0 with k cells c1, . . . , ck and with
adjacency matrix A = (aij). The entry aij is the number of inputs from the j-
colour cell that the i-colour cell receives. Therefore, the ith line of the adjacency
matrix of G0 is the transpose of the vector q(I0(ci), ξ0). Let G = (C, E) be a coupled
cell network with a balanced k-colouring ξ. If G0 is the quotient of G then, for any
cell c ∈ C with colour i, the vector q(I(c), ξ) is the transpose of the ith line of A.
Thus, any cell of colour i receives aij inputs from cells with colour j.

Definition 3.6. A k-colouring matrix is the adjacency matrix A of a network G0

with k cells, one of each colour. If G is a network having a balanced k-colouring
with quotient network G0 then we say that G has the k-colouring matrix A. ♦

(d) matrix formulation of a balanced colouring

Lemma 3.7. Let ~ξ be a balanced k-colouring of an identical-edge homogeneous
coupled cell network G = (C, E) having the k-colouring matrix A. Therefore,

AT ~ξ(c) =
∑
d∈I(c)

~ξ(T (d)) for all c ∈ C. (3.1)

For the particular case of a lattice network GL, with nearest neighbours indexed by
J and k-colouring matrix A, the above equation is

AT ~ξ(l) =
∑
g∈J

~ξ(l + g) for all l ∈ L. (3.2)

Proof. If ξ(c) = i then the transpose of AT ~ξ(c) is the ith line of the matrix A, i.e.,
q(I(c), ξ). By definition this vector equals

∑
d∈I(c)

~ξ(T (d)).
For (3.2), notice that

{l + g : g ∈ J } = {T (d) : d ∈ I(l)} (3.3)

for all l ∈ L.

(e) permuting the colours

Suppose we have a network G = (C, E) with a k-colouring matrix A and corre-
sponding to a balanced k-colouring ξ, with colours indexed by U = {1, . . . , k}. Let
σ be a permutation of the elements on U and let σ · ξ be the colouring of G such
that (σ · ξ)(c) = σ(ξ(c)), for c ∈ C. Thus, σ · ξ is also a balanced k-colouring and
has the k-colouring matrix MσAM

T
σ , where Mσ is the k × k permutation matrix

corresponding to σ, i.e., Mσei = ej if j = σ(i), for i, j ∈ U .

To prove the statement above, let A = (aij) and let Aσ be the adjacency matrix
of the colouring after permuting the colours by σ. The entry aij is the number of
inputs from cells with colour j that each cell of colour i receives, for the initial
balanced k-colouring. In the new colouring, σ · ξ, the cells with colour σ(i) receive
aij inputs from the cells with colour σ(j), i.e., the matrix Aσ has the value aij on
the position (σ(i), σ(j)).
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If A commutes with the permutation matrix Mσ then MσAM
T
σ = A, since

M−1
σ = MT

σ for permutation matrices. This permutation σ ∈ Sk does not change
the k-colouring matrix A.

Therefore, if XG,k is the space of balanced k-colourings of the network G, there
is a natural action of the permutation group Sk:

Sk ×XG,k −→ XG,k
(σ, ξ) 7−→ σ · ξ

where we denote the identity permutation by ε.
Using vector notation, (σ · ~ξ)(c) = Mσ

~ξ(c) for c ∈ C. Equation (3.1) becomes,
for Mσ

~ξ(c),

ATσMσ
~ξ(c) =

∑
d∈I(c)

Mσ
~ξ(T (d)) for all c ∈ C

and is another way of showing that Aσ = MσAM
T
σ .

Remark 3.8. We describe balanced k-colourings of a network up to these permuta-
tions, i.e., up to the Sk-orbits on XG,k. ♦

For colourings of a lattice network GL we can define other symmetries, inherited
from the symmetries of the lattice L. This is done in the next subsections.

(f ) spatial transformation of a colouring for lattice networks

Let GL be a lattice network. Since the cells are indexed by L, we define a
k-colouring ξ of this lattice network as

ξ : L −→ U
l 7−→ ξ(l)

where ξ(l) is the colour of the cell in the position l ∈ L, which we call cell l.
The pattern associated to ξ is the set

Ψξ = {(l, ξ(l)), l ∈ L}.

Let Γ = L+̇H ⊂ Rn+̇O(n) be the symmetry group of the lattice L, where
H is the holohedry of L. We denote the elements in Γ by γ = (t, δ), where t is
a translation belonging to L and δ is an orthogonal matrix, and they transform
x ∈ Rn into γx = t+ δx.

Notice that the set J ⊆ L is H-invariant. This follows from the fact that J is
defined by a distance and the holohedry is the group of orthogonal transformations
such that H(L) = L.

The usual action of Γ at the spaces of functions XG,k is the scalar action:

(γ · ξ)(l) = ξ(γ−1l) = (ξγ−1)(l) for all γ ∈ Γ and l ∈ L.

Suppose that we have a pattern Ψξ1

Ψξ1 = {(l, ξ1(l)), l ∈ L}



18 Dias and Pinho

and we transform the colouring by a symmetry of the lattice γ ∈ Γ obtaining
ξ2 = γ · ξ1. The new pattern is

Ψξ2 = {(l, ξ2(l)), l ∈ L} = {(l, ξ1(γ−1l)), l ∈ L}.

This set equals {(γl, ξ1(l)), γl ∈ γL} and, since γL = L,

Ψξ2 = {(γl, ξ1(l)), γl ∈ L}.

Thus, Ψξ2 is the initial pattern after an Euclidean transformation.

Remark 3.9. We describe patterns up to these transformations. ♦

(g) periodicity

For the nearest neighbour coupling architecture, the structure of the lattice
network GL is defined by L and so we use the notation XL,k for the space of the
balanced k-colourings of a lattice network GL. The group acting on XL,k is, then,
Θ = Γ× Sk, where, as before, Γ = L+̇H with the following action

Θ×XL,k −→ XL,k
((γ, σ), ξ) 7−→ (γ, σ) · ξ

where ((γ, σ) · ξ)(l) = σ(ξ(γ−1l)) for all l ∈ L.

We say that a pattern Ψξ has a symmetry (γ, σ) ∈ Θ if the associated colouring
is (γ, σ)-invariant:

(γ, σ) · ξ(l) = ξ(l) for all l ∈ L.
In particular, we say that Ψξ has a period t ∈ L, t 6= 0, if

((t, Idn), ε) · ξ(l) = ξ(l − t) = ξ(l) for all l ∈ L.

Definition 3.10. Let ξ be a balanced k-colouring of a n-dimensional lattice net-
work GL. The pattern Ψξ is periodic if it has periods along n non-colinear directions.
If we denote the set of its periods by L̃

L̃ = {l̃1, . . . , l̃n}Z ⊆ L,

for n non-colinear elements l̃1, . . . , l̃n ∈ Rn, then we also say that Ψξ is L̃-periodic.
♦

Let Ψξ be a L̃-periodic pattern for L̃ = {l̃1, . . . , l̃n}Z and consider the n-
dimensional parallelepiped {l̃1, . . . , l̃n}[0,1). The intersection of this parallelepiped
with L is a set C, isomorphic to the quotient L/L̃. The fundamental domain of the
pattern Ψξ is its restriction to

{(l, ξ(l)) : l ∈ C}.

In fact the pattern is a regular repetition of the fundamental domain, along the n
non-colinear directions l̃1, . . . , l̃n.

Given a lattice L and a k-colouring matrix A, we prove in Theorem 5.4 a nec-
essary and sufficient condition for the existence of a periodic pattern Ψξ associated
to a balanced k-colouring ξ with matrix A.
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4. Decomposition of finite bidirectional netwoks

Our main result (Theorem 5.4) relates the existence of spatially periodic balanced
colourings of a lattice network, for a given colouring matrix A, to the decomposition
of finite coupled cell networks with the same colouring matrix A and having all
the couplings bidirectional. In this section we study networks with bidirectional
couplings in two major steps — stating the proportion of cells for each colour in a
balanced colouring (both for finite bidirectional and lattice networks) and ensuring
the factorisation of the considered finite bidirectional networks.

Definition 4.1. A bidirectional network is a coupled cell network where all the
couplings are bidirectional. ♦

In a bidirectional network, given any two distinct cells, there is a direct path
between them. Therefore, the adjacency matrix of a bidirectional network is an
irreducible matrix (see Section d). Moreover, if ξ is a balanced k-colouring of a
bidirectional network with the k-colouring matrix A, then A is also an irreducible
matrix.

Bidirectional networks have symmetric adjacency matrices described in the next
lemma.

(a) number of cells for bidirectional networks

Lemma 4.2. Let ξ be a k-colouring of a bidirectional identical-edge homogeneous
network GB = (C, E) with colours indexed by the set U = {1, . . . , k}. Let A = (aij),
with i, j ∈ U , be the corresponding k-colouring matrix. Let C have pi cells of colour
i, for i ∈ U . Then the adjacency matrix B of the network has the following block
structure:

B =


B11 B12 · · · B1k

B21 B22 · · · B2k

...
...

. . .
...

Bk1 Bk2 · · · Bkk

 (4.1)

where, for all i, j ∈ U ,

1. Bij is a pi × pj matrix,

2. the sum of any line of Bij is aij,

3. Bji = BTij,

4. the elements in the diagonals of Bii are even numbers.

Proof. To prove (1) and (2), note that for all i, j ∈ U , the entry aij is the number
of inputs from cells with colour j that a cell of colour i receives. Now we have pi
cells of colour i and pj cells of colour j. The inputs that the first ones receive from
the second ones are the entries of a pi× pj matrix Bij whose lines sum aij because
the colouring is balanced, see [Aguiar et al. 2007, Theorem 3.5].

In a bidirectional network, each edge e ∈ E with T (e) = c and H(e) = d, for
c, d ∈ C, implies the existence of another edge f ∈ E in the opposite direction,
T (f) = d and H(f) = c. Thus, B is symmetric and Bji = BTij for all i, j ∈ U .
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In particular, self-couplings arise in pairs and the k square matrices Bii have even
numbers in their diagonals.

Let A be a k × k matrix with fixed valence v (that is, the sum of the entries
of any line is v) and consider the possible identical-edge homogeneous bidirectional
networks GB = (C, E), with finite C, having A as k-colouring matrix. The proportion
of cells for each one of the k colours that GB must have is stated in Lemma 4.3
below.

Lemma 4.3. Let G = (C, E) be a bidirectional identical-edge homogeneous network
with a k-colouring ξ, with colours in U = {1, . . . , k}, and corresponding to a k-
colouring matrix A = (aij), i, j ∈ U , with valence v. Suppose C have pi cells of
colour i, for i ∈ U = {1, . . . , k}. Let m =

∑k
j=1 pi and pT = (p1, . . . , pk). Then the

vector
pT

m
=
(p1

m
, . . . ,

pk
m

)
∈ [0, 1]k

is a left eigenvector of A generating the one-dimensional eigenspace that corresponds
to the eigenvalue v. Moreover, the entries of A satisfy the condition

piaij = pjaji ∀i, j ∈ U . (4.2)

Proof. By Lemma 4.2, the adjacency matrix of G has the block structure (4.1).
Thus, the summation of all the entries of Bij is piaij , for all i, j ∈ U . Since B is
symmetric and Bji = BTij for all i, j ∈ U , the sum of all the entries of these two
matrices must coincide, implying condition (4.2). Summing the two sides we obtain

k∑
i=1

piaij =
k∑
i=1

pjaji

= pj

k∑
i=1

aji

= pjv

where the last equality follows from the definition of valence. Now the left hand
side summation is the jth component of the product pTA. Therefore pTA = vpT .

Since A is an irreducible matrix (see Section d), then the valence v has mul-
tiplicity one, see for example [Brualdi and Ryser 1992, Lemma 5.1.1]. Therefore
pT /|p| = pT /m generates the eigenspace of A corresponding to the eigenvalue v
and it is the unique vector in this space whose coordinates sum 1.

Observe that Lemma 4.3 defines the proportion of cells for each colour, in a
bidirectional network G = (C, E) that admits a k-colouring corresponding to a fixed
k-colouring matrix. It follows, in particular, that there is a minimum number of
cells #C. Moreover, condition (4.2) restricts the structure of the matrices that can
be k-colouring matrices for identical-edge homogeneous bidirectional networks.

The results stated in the previous lemma are also valid for lattice networks. We
describe that in Section d, below.
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(b) decomposition of B

A bidirectional identical-edge homogeneous network G = (C, E) is a graph whose
vertex set is C and whose undirected edges are the bidirectional couplings. For a
fixed valence v, it is a v-regular graph, i.e., a graph such that all the vertices are
incident with exactly v edges. A 2-factor of G is a vertex-disjoint union of 2-regular
subgraphs of G that covers C.

Since v is even, these graphs have a factorisation into v/2 graphs that are 2-
regular. This is a major tool in our work and is stated in Lemma 4.4, below.

Lemma 4.4. [Petersen 1891] Every v-regular graph, with v even, has a factorisa-
tion into 2-factors.

This statement can be formulated in the following way. A bidirectional identical-
edge homogeneous network GB = (C, E), with even valence v, can be decomposed
into v/2 bidirectional networks

GB1 , . . . , GBv/2

where, for V = {1, . . . , v/2},

1. GBi
= (C, Ei), for i ∈ V,

2. the disjoint union ∪i∈VEi is E or, equivalently,
∑v/2
i=1Bi = B,

3. GBi is a bidirectional network with valence 2, for i ∈ V.

Lemma 4.5. Let #C = m ∈ N and let GB = (C, E) be a bidirectional identical-
edge homogeneous network with adjacency matrix B and even valence v. Then, for
V = {1, . . . , v/2}, there is a set of permutations

Σ = {σi, σ−1
i : i ∈ V} ⊂ Sm

such that, for all c ∈ C,

{T (e) : e ∈ I(c)} = {σ(c) : σ ∈ Σ}. (4.3)

Equivalently, B can be written as a sum

B =
v/2∑
i=1

(
Mσi

+MT
σi

)
(4.4)

where Mσ is the m×m permutation matrix associated to σ ∈ Σ.

Proof. Consider a factorisation of G into 2-factors, GB1 , . . . , GBv/2 . For all i ∈ V,
the network GBi

= (C, Ei) is a vertex-disjoint union of cycles that covers C. If
we choose one direction for each cycle then we define a digraph associated to a
permutation σi of the cells in C. The inverse permutation, σ−1

i , corresponds to the
converse digraph, obtained by reversing the direction of the cycles. The union of
these digraphs is GBi and, therefore, the set of cells coupled to any cell c ∈ C can
be described by Σ, as in (4.3).

If e ∈ Ei then either H(e) = σi(T (e)) or H(e) = σ−1
i (T (e)) and, equivalently,

Bi = Mσi
+MT

σi
, since Mσ−1

i
= MT

σi
. Thus (4.4) follows from ∪i∈VEi = E which is

equivalent to
∑v/2
i=1Bi = B.
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(c) the set DA
Lemma 4.5 states that every finite bidirectional identical-edge homogeneous

network with even valence, can be associated to sets of permutations Σ. In fact,
each Σ defines only one coupled cell network, see the proof of Lemma 4.5. However,
if a bidirectional network has various decompositions into 2-factors, then it will
have different associated sets Σ. Thus, we can identify each of these permutations
sets by C and by the partition of the couplings: Σ = Σ(C, E1, . . . , Ev/2).

Definition 4.6. Let A be a k × k matrix with fixed valence v, with v even, and
let V = {1, . . . , v/2}. The set DA is

DA =


Σ = Σ(C, E1, . . . , Ev/2) : G = (C,∪i∈VEi) is a bidirectional

network with colouring matrix A

ff
.

♦

Remark 4.7. The elements in the set DA represent all the decompositions of all the
finite bidirectional networks having k-colouring matrix A.

If A is not irreducible then there are no connected bidirectional networks with
k-colouring matrix A and, thus, the set DA is empty. Now consider condition (4.2),
i.e., piaij = pjaji for all i, j ∈ {1, . . . , k}, where (p1, . . . , pk)T is any left eigenvector
of A = (aij) associated to v . If the entries of A do not satisfy this condition then
there are no bidirectional networks having k-colouring matrix A and DA is also an
empty set. ♦

(d) proportion of colours for lattice networks

Now we present a result concerning the ratio of the cells for each colour on a
balanced colouring of a lattice network. Lemma 4.8 below, extends Lemma 4.3 for
lattice networks, a class of bidirectional networks with an infinite number of cells.

Consider a random walk through the coloured cells of a lattice network GL
where the possible steps are the bidirectional nearest neighbour couplings between
cells. Suppose that GL has a balanced k-colouring with k-colouring matrix A and
that, at each step, we register the colour i of the cell, with i ∈ U = {1, . . . , k}.
Thus, indexing the steps by time t = 0, 1, 2, . . ., we obtain a sequence of random
variables {Xt}, where Xt ∈ U is the state-space for time t.

Being in a cell of colour i, the probability of going to a cell of colour j in the
next step is pij = aij/v, the number of inputs from cells of colour j that a cell of
colour i receives, over the valence. This probability does not change with t and does
not depend on the previous steps. Therefore this random walk is a Markov chain
with transition matrix

AM =
1
v
A = (pij) ,

where the entry pij is the conditional probability

pij =
P [a cell has colour i and receives an input from a cell of colour j]

P [a cell has colour i]
. (4.5)

Given a cell of any colour, it intercommunicates with cells of all the colours in
U , via the bidirectional couplings. Therefore, this is an irreducible Markov chain
(see [Isaacson and Madsen 1976, Theorem II.1.1]).
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Let pT = (p1, . . . , pk) ∈ [0, 1]k be the vector:

pTAM = pT ⇔ pTA = vpT

such that
∑k
i=1 pi = 1, called the invariant probability vector. By

[Isaacson and Madsen 1976, Theorems III.2.2. and III.2.4.] this vector exists and is
the limit distribution of the colours, independent of the starting point of the random
walk. In another interpretation, pi is the fraction of time that the process is expected
to spend in cells of colour i, for a large number of steps, see [Kemeni and Snell 1976,
Section 4.2]. Thus, pi represents the proportion of the cells with color i ∈ U in the
whole colouring: P [a cell has colour i].

The probability P [a cell has colour i and receives an input from a cell of colour
j] equals, by the above considerations, pipij = piaij/v, for all i, j ∈ {1, . . . , k}. This
probability is the proportion of couplings between the cells of colour j and the cells
of colour i in the whole set of couplings of the lattice network. Since the couplings
are bidirectional, it equals P [a cell has colour j and receives an input from a cell of
colour i] = pjpji = pjaji/v. It follows that piaij = pjaji for all i, j ∈ {1, . . . , k}.

This proves the next lemma.

Lemma 4.8. Let U = {1, . . . , k} and let GL be a lattice network with nearest
neighbour coupling architecture having a balanced k-colouring with k-colouring ma-
trix A = (aij). Let pi be the proportion of cells having colour i, for i ∈ U and v
the valence. Then pT = (p1, . . . , pk) ∈ [0, 1]k is the unique vector whose compo-
nents sum 1 and that is a left eigenvector of A, corresponding to the eigenvalue v.
Moreover, piaij = pjaji for all i, j ∈ U .

By Lemmas 4.3 and 4.8 the proportion pi of colour i ∈ U is the same in the
balanced k-colouring of a lattice network or in any other finite network that share
the same k-colouring matrix A.

(e) periodic patterns

Suppose Ψξ is a periodic pattern of a balanced k-colouring on a lattice network.
Thus, the fundamental domain of the pattern must have a set of cells whose colours
respect the proportion in p and the number of cells of each colour in the fundamental
domain are the components of the vector mp for some m ∈ N.

5. Balanced colourings in lattices

In this section we define a function that projects lattice networks into finite bidi-
rectional networks under some conditions. Using this projection function we obtain
our main result (Theorem 5.4): we show that any periodic balanced k-colouring
of an n-dimensional lattice network with nearest neighbour coupling architecture
can be obtained from a finite bidirectional network admitting the same balanced
k-colouring rule.

Let A be a k-colouring matrix with fixed valence v, with v even. For V =
{1, . . . , v/2}, let Σ = {σi, σ−1

i : i ∈ V} ∈ DA. Let L = {l1, . . . , ln}Z be an Euclidean
lattice with nearest neighbours indexed by J = {li,−li : i ∈ V}, where v/2 ≥ n
(recall sections c and d).

Suppose that
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1. the permutations commute: σi ◦ σj = σj ◦ σi for all i, j ∈ V, where ◦ denotes
the composition,

and let φτ be a function
φτ : J −→ Σ

associated to a permutation τ of the elements in V, such that the following condi-
tions are verified:

2. related inverse elements: φτ (li) = στ(i) and φτ (−li) = σ−1
τ(i) for all i ∈ V,

3. consistency: for v/2 > n, if li =
∑v/2
j=1mj lj , with m1, . . . ,mv/2 ∈ Z, then

στ(i) = σm1
τ(1) ◦ · · · ◦ σ

mv/2

τ(v/2).

Remark 5.1. Given Σ ∈ DA, there always exists φτ satisfying condition (2) and it
it is used only to define φτ . Condition (3) depends on the set Σ as well as on J
and condition (1) defines a subset of DA that can be the empty set, as we show in
the next example. Consider the matrix

A =
(

0 4
3 1

)
.

This matrix has left eigenvector pT = (3, 4) associated to v = 4. In figure 13 we
represent one bidirectional networkG with 3 cells of one colour and 4 cells of another
colour, that has the two-colouring matrix A. Lemma 4.5 ensures the existence of Σ ∈
DA, that is, a decomposition of G with the corresponding permutations. Suppose
that there is an element in Σ ∈ DA such that the permutations in Σ commute. For
the planar square lattice network, v/2 = n and, thus, (3) is not a restriction. By
Theorem 5.4, below, this Σ ensures the existence of a periodic balanced colouring,
with the two-colouring matrix A, of the planar square lattice network with nearest
neighbour coupling architecture. Since [Wang and Golubitsky 2005, Theorem 1.7]
proves that there is not such a colouring, we conclude that the permutations in Σ
do not commute. ♦

Figure 13. A bidirectional network where each black cell receives four inputs from grey
cells and each grey cell receives one input from grey cells and three inputs from black cells.

Definition 5.2. Let J and Σ be such that there exists φ ≡ φτ satisfying the
conditions (1)-(3) above. Then we say that they are identifiable and we use the
notation

φ(l) = σl for l ∈ J
knowing that, for all l, g ∈ J ,
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• σl ◦ σg = σg ◦ σl;

• σ−l = σ−1
l ;

• σl+g = σl ◦ σg, if l + g ∈ J .

♦

Since the lattice is Euclidean, the set J generates the abelian group (L,+) that
we denote by < J >. Analogously, the set Σ = {σi, σ−1

i : i ∈ V}, with commuting
permutations (condition (1) above), generates an abelian group that we denote by
< Σ >.

The function φ induces the homomorphism

Φ :< J > −→ < Σ >

such that Φ(l) = φ(l) for all l ∈ J . From the definition of Φ, it follows that Φ is an
epimorphism, that is, Φ(L) =< Σ >.

Therefore, saying that J and Σ are identifiable means that there exists a ho-
momorphism between < J >∼= L and < Σ >.

Theorem 5.3. Let L be an n-dimensional Euclidean lattice, A a k-colouring ma-
trix with fixed even valence v and Σ = Σ(C, E1, . . . , Ev/2) ∈ DA. If J and Σ are
identifiable by φ, then there is a function

Π : L −→ C

such that

Π(l + g) = σg(Π(l)) for all l ∈ L and for all g ∈< J > (5.1)

where σg = Φ(g) is the image of g ∈< J > by Φ.
Moreover, Π has set of periods L̃, the kernel of Φ,

ker(Φ) = {l ∈ L : Φ(l) = ε} = L̃

with periods along n linearly independent directions.

Proof. Let αL and αC be the actions of < J > on L and < Σ > on C, respectively,
defined by:

αL :< J > ×L −→ L
(g, l) 7−→ g + l

αC :< Σ > ×C −→ C
(σ, c) 7−→ σ(c)

.

If J and Σ are identifiable by φ then we can consider the induced homomorpism
Φ :< J >−→< Σ > and define a function Π : L −→ C such that the next diagram
commutes:

αL
< J > × L −→ L

Φ ↓ ↓ Π ↓ Π
< Σ > × C −→ C

αC

.
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Thus, for all l ∈ L and g ∈< J >,

Π(αL(g, l)) = αC(σg,Π(l))⇔ Π(l + g) = σg(Π(l)).

If g ∈ L̃ then σg = ε and Π(l+ g) = ε(Π(l)) = Π(l) for all l ∈ L. For each g ∈ J
there in an integer sg such that σsg

g = ε and, therefore, sgg ∈ L̃. Since the lattice is
Euclidean, there are elements of J along n linearly independent directions and the
result follows.

It follows that the function Π, obtained in the above theorem, covers the lattice L
with the cells of C such that the colouring ξ of C, induces a colouring of L. Moreover,
we show in the next theorem that the colouring is balanced for the lattice network
GL.

Theorem 5.4. Let A be a colouring matrix with even valence v and let L be an
Euclidean lattice with #J = v. The lattice network with nearest neighbour coupling
architecture GL has a periodic balanced colouring with the colouring matrix A if
and only if DA has an element identifiable with J .

Proof — From finite bidirectional to lattice networks. If J and Σ are identifiable,
with Σ = Σ(C, E1, . . . , Ev/2) then, by Theorem 5.3 there is a function Π : L −→ C
such that Π(l + g) = σg(Π(l)) for all l ∈ L and for all g ∈< J >. Beginning with
any cell l ∈ L, let Π(l) = c ∈ C. The remaining domain of Π is the orbit of l by
group < J >, having images given by the orbit of c under < Σ >.

Since the cells of C are coloured by the balanced k-colouring ξ with k-colouring
matrix A, this function Π induces the colouring ξL of GL:

ξL(l) = ξ(Π(l)) for all l ∈ L.

Moreover, ξL is also a balanced k-colouring with k-colouring matrix A, as we show
now. Recall the matrix formulation (3.1) and (3.2) of balanced colourings of net-
works and lattice networks. We have

AT ~ξL(l) = AT ~ξ(Π(l))

=
∑

d∈I(Π(l))

~ξ(T (d)), since ξ is balanced,

=
∑
g∈J

~ξ(σg(Π(l))), see (3.3),

=
∑
g∈J

~ξ(Π(l + g)), by (5.1) ,

=
∑
g∈J

~ξL(l + g), by the definition of ξL.

Moreover, ξL inherits the periods of Π: if l̃ is a period of Π then, for all l ∈ L,

ξL(l + l̃) = ξ(Π(l + l̃)) = ξ(Π(l)) = ξL(l).

Therefore, by Theorem 5.3, the colouring ξL has set of periods L̃, with periods
along n linearly independent directions.
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From lattice to finite bidirectional networks. Let GL have a periodic balanced k-
colouring ξL, with k-colouring matrix A and with set of periods L̃ = {l̃1, . . . , l̃n}Z ⊂
L, an n-dimensional lattice, and consider the n-dimensional parallelepiped
{l̃1, . . . , l̃n}[0,1). The intersection of this parallelepiped with L is a set C, isomorphic
to the quotient L/L̃.

Let Π : L −→ C be the composition of the isomorphism L/L̃ ∼= C with the
projection L −→ L/L̃. Notice that Π has the set of periods L̃. Now consider the
permutations of the elements in C defined by

σg(Π(l)) = Π(l + g) for g ∈ J . (5.2)

By definition, σl+g = σl ◦ σg for all l, g ∈ J . Therefore, we have σ−l = σ−1
l

and σl ◦ σg = σg ◦ σl for all l, g ∈ J . It follows that J and Σ = {σg : g ∈ J } are
identifiable. Let G = (C, E) be the finite identical-edge homogeneous network such
that, for all c ∈ C,

{T (e) : e ∈ I(c)} = {σg(c) : g ∈ J }. (5.3)

Since g ∈ J imply −g ∈ J , the network G has all the couplings bidirectional.
Consider the colouring ξ of C defined by:

ξ(Π(l)) = ξL(l) for all l ∈ L.

We have

AT ~ξ(Π(l)) = AT ~ξL(l)

=
∑
g∈J

~ξL(l + g), since ξL is balanced,

=
∑
g∈J

~ξ(Π(l + g)), by the definition of ξL,

=
∑
g∈J

~ξ(σg(Π(l))), by (5.2) ,

=
∑

d∈I(Π(l))

~ξ(T (d)), see (5.3).

Thus ξ is a balanced k-colouring of G = (C, E), with the k-colouring matrix A.
Therefore Σ ∈ DA and the proof is complete.

The proof of this theorem is illustrated by the examples in the first section.
Theorem 5.4 relates the local structure of the colourings, given by the colouring

matrix A, to their long-range behaviour in lattice networks.
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