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A. More than thirty years have passed since Newhouse
([23]) published a remarkable dichotomy on C1 area-preserving
diffeomorphisms. Here we revisit some central results on surface
conservative C1-diffeomorphisms by presenting, in particular, a
new proof of Newhouse’s theorem and also by proving some, al-
though folklore, not yet proved results on this setting. We intend
that this exposition can be used by a large audience as an intro-
duction to the concept of dominated splitting and its relevance to
the theory of C1-stability of area-preserving diffeomorphisms.
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1. I

LetM be a compact, connected, boundaryless, Riemannian surface

and let ω be an area-form on M. Denote by Diff 1ω (M) the space of
diffeomorphisms on M, of class C1, such that f∗ω = ω, that is, any
Lebesgue measurable subsetM ⊂ M satisfy Leb(M) = Leb( f (M)),
where Leb(·) denotes the Lebesguemeasure induced by the two-form

ω. We endow the set Diff 1ω (M) with the Whitney C
1 topology (see

Section 2.1). The set (Diff 1ω (M),C
1) is a Baire space, hence every inter-

section of countably many C1-dense and C1-open sets is C1-dense.
These area-preserving (or conservative) diffeomorphisms in sur-
faces are a traditional object of study from Classical Mechanics, see
e.g. [5]. Despite being outside the scope of our text we recall the
Kolmogorov, Arnold andMoser (KAM) theorem, see e.g. [36], which
gives prevalence of dynamically invariant circles supporting irra-
tional rotations.

The concept of periodic points plays a central role in dynamical
systems and so we recall that a point x is said to be periodic for the
diffeomorphism f : M→M if

f n(x) = x where f n(x) =

n-times︷         ︸︸         ︷
f ◦ f ◦ ... ◦ f (x), for n ∈N,

and the least of these positive integers is called the period of x. More-
over, it is well known that the knowledge of the behavior of the de-
rivative of f ,Df , along periodic orbits gives us a deep understanding
of the local dynamics of f .
Given a periodic point x of period n of a diffeomorphism f if the
n-iterated tangent map of f at x, denoted by Df nx , has its spectrum
in S1 \ R, then x is called elliptic. On the other hand if the spectrum
does not intersect S1 then the point x is called hyperbolic. We recall
that a periodic point is said to be Lyapunov stable if the iterates of
all nearby points remain bounded for all time. So, KAM’s theorem,
implies abundance of Lyapunov stable elliptic points.
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In spite that KAM theory needs higher order of differentiability of
the diffeomorphisms it is our purpose to study systems with only C1

regularity; which means closeness up to the first derivative.
The aim of this paper is to understand the typical dynamics for

the elements f ∈ Diff 1ω (M). Some property could be considered
to be typical if it holds for an open and dense subset, or even for
some dense subset. However, the notion of typical that we are going
to use here means that for a generic (or residual) set some property
holds. Let us make this idea more precise; we say that the property

P holds in a C1-residual set of Diff 1ω (M) if P contains a Gδ, that is,
a countable intersection of C1-open and C1-dense sets. In particular,
as we already mention, by Baire’s theorem (see e.g. [15]), any Gδ is

dense in Diff 1ω (M).
Let us display some capital results on C1-generic conservative dif-
feomorphisms in surfaces:

(A) every periodic point is hyperbolic or elliptic;
(B) M is the closure of the set of periodic points;
(C) the diffeomorphism is transitive, that is, it has a dense orbit.

The property (A) is a consequence of Thom’s transversality theo-
rem and was proved by Robinson [31], actually, this is a Cr-generic
property, r ≥ 2. Property (C) is a corollary of an outstanding theorem
by Bonatti and Crovisier [10]. Item (B) is the so-called general density
theorem proved by Pugh and Robinson (see [30]) and says that for a

C1-generic set G ⊂ Diff 1ω (M), we have that the set of periodic points
for f ∈ G is dense in the nonwandering set1 of f denoted by Ω( f ).
We say that x ∈M is an f -recurrent point if given any neighborhood
U of x, there exists n such that f n(x) ∈ U. Poincaré’s recurrence

theorem (see e.g. [21]) states that for f ∈ Diff 1ω (M) Lebesgue almost
every point is recurrent. Hence, we conclude that Lebesgue almost
every point is nonwandering and that, in the conservative class,
C1-generically the closure of the set of periodic points is the entire
manifoldM.
At this point we ask, given aC1-generic area-preserving diffeomor-
phism, how often we find elliptic periodic orbits? And hyperbolic
ones?
Recall that, due to the Hartman-Grobman theorem (see e.g. [31]),
we have that hyperbolic periodic points are topological conjugated

1Recall that x ∈ Ω( f ) if for every neighborhood U of x there exists n ∈ N such
that f n(U) ∩U = ∅.
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to its derivative, and so its local dynamics is simple. The hyperbol-
icity reveals stable also for sets (see e.g. [34, Chapter 8]). We say that
a surface diffeomorphism is completely hyperbolic, or Anosov, if there
exists 0 < λ < 1 such that, for all x ∈ M, the tangent space decom-
poses into two one-dimensional subbundles on which the derivative
contracts backward by a factor of λ in one subbundle and contracts
under positive iterates by a factor of λ in the other direction. These
geometric and dynamical properties imply a topological restriction
in the manifold; the only surfaces that supports Anosov diffeomor-
phisms are the tori (see [14]). Another relevant property is that the
Anosov diffeomorphisms are open (see [34]), thus the set of Anosov

diffeomorphisms in Diff 1ω (M) is also open in Diff
1
ω (M).

In the mid-1970’s, (see [23]), Newhouse proved a celebrated result
on area-preserving diffeomorphisms. He presented a C1-generic set

R ⊂ Diff 1ω (M) such that for any f ∈ R either f is Anosov or else the
elliptic points are dense in M. As a corollary of this result and of
the aforementioned topological restriction, we obtain that, for exam-
ple, in any surface aside from the torus, C1-generic area-preserving
diffeomorphisms have dense elliptic orbits.
In this paper we will give a new proof of Newhouse’s theorem
based in the perturbation techniques à la Mañé (see [19, 20]). These
perturbations were first developed, in the conservative setting, by
Bochi in ([8]) to prove the so-called Bochi-Mañé Theorem (see Theo-
rem F and the references wherein).
Let us stress that, since Diff 1ω (M) is not C

1 dense among the set
of C1 dissipative diffeomorphisms in surfaces, our perturbations are
more rigid and some careful is needed to perform them.
In order to obtain Newhouse’s dichotomy we apply some pertur-
bation results by Arbieto and Matheus [2] and Arnaud ([4]), jointly
with the approach in [1, 7] andbymakinguse of the above-mentioned
Bochi-Mañé theorem. Mañé’s ideas are an intrinsic part of this expo-
sition and a recurrent influence.
The main dynamical ingredient is to use the absent of a hyperbolic
behavior to perturb, in the C1 topology and along a large period
orbit, in order to transform this hyperbolic periodic orbit into an
elliptic one with the same period. One crucial fact can be taken
in account; we need to take small neighborhoods of the periodic
hyperbolic orbit, and that is why we are restricted to the C1 topology.
The C1 topology allow us to rescale the support of the perturbation
with no implication to the size of the perturbation (see Lemma 4.1).
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However, the attempt to replace the C1 topology by higher order
ones is very difficult because the size of the perturbations increases
if we decrease the support of the perturbation. These are the main
difficultieswhichare thebase of oneof themost challengingproblems
in the modern theory of dynamical systems; the Cr-closing lemma (for
r ≥ 2), see [11] A.1 for details.
We recall that Newhouse’s proof of [23, Theorem 1.1] (see Theo-
rem B) uses the concept of homoclinic point (see Section 1.1 for the
definitions). Actually, in [23, Lemma 4.1], it is proved that a homo-
clinic tangency T ∈ M associated to a hyperbolic periodic point for

f ∈ Diff 1ω (M) has a g-elliptic periodic point near T for g C
1-close to

f . Then, Newhouse apply [30, 35] and the Birkhoff norm form to

perturb f ∈ Diff 1ω (M) in order to obtain that the homoclinic points of
the perturbed diffeomorphism are dense inM. Finally, if the original
diffeomorphism f is not Anosov, then there exists g, C1-close to f ,
and exhibiting an elliptic orbit passing through any pre-fixed open
set U ⊂M.

1.1. Statement of the main results. We start with Newhouse’s di-
cothomy for area-preserving diffeomorphisms.

Theorem A. There exists a residual set R ⊂ Diff 1ω (M) such that for f ∈ R

• either f is Anosov,
• or else the elliptic points are dense in M.

This theorem is a consequence of the following result.

Theorem B. Given any non Anosov diffeomorphism f ∈ Diff 1ω (M), ε > 0

and any non empty open subset U of M, then there exists g ∈ Diff 1ω (M)
ε-C1-close to f and exhibiting an elliptic orbit passing through U.

Previous theorems were proved by Newhouse (see [23];Theorem
1.1 and Theorem 1.2). Saghin and Xia (see [33, Theorem 2]), proved
a general 2n symplectic perturbation results which allowed them to
obtain the higher dimensional version of Theorem B. Let us stress
that the perturbation results used by these authors were already
explored by Bochi and Viana in [9] and also that, in [3], Arnaud
obtained the four dimensional counterpart of Theorem B. We point
out that these results are restricted to the symplectic context , and not
to the broader setting of the volume-preserving diffeomorphisms,
because the stability of elliptic points (which is false for volume-
preserving diffeomorphisms on dimension ≥ 3) plays a crucial role
in the arguments.
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We say that a diffeomorphism f : M→M is transitive if there exists

a dense orbit x ∈ M, that is, ∪n∈N f n(x) = M where A stands for
the closure of the set A. Moreover, a diffeomorphism f : M → M
is said to be C1-robustly transitive (in the conservative class) if it is
transitive and every sufficiently C1-close and conservative one is
also transitive. Classical examples are the area-preserving Anosov
diffeomorphisms. Actually, in dimension two these are the only
examples. In Section 7.1 we will present another proof of Arbieto-
Matheus’ theorem [2, Theorem 5.1] by making use of a KAM-type
theorem.

Theorem C. If f ∈ Diff 1ω (M) is C
1-robustly transitive, then f is Anosov.

Let f ∈ Diff 1ω (M) we say that f is a conservative star-diffeomorphism if

there exists a neighborhoodV of f in Diff 1ω (M) such that any g ∈ V,
has all the periodic orbits hyperbolic. We denote this set by F 1ω(M).
We define analogously the setF 1(M) in the broader set of dissipative

diffeomorphisms Diff 1(M).
LetA2ω denote the set of conservative Anosov diffeomorphisms on

the surfaceM. Recall that the setA2ω is open in Diff
1
ω (M). Moreover,

if A ∈ A2ω, then f ∈ F
1
ω(M). In the next result we obtain the converse.

Theorem D. If f ∈ F 1ω(M), then f is Anosov.

We recall that the dissipative version of previous result was proved
byMañé (see [18]), loosely speaking, any f ∈ F 1(M) has a hyperbolic-
type behavior.

A diffeomorphism is said to be C1-structurally stable if there is a

C1-neighborhood of f on Diff 1ω (M) such that any g ∈ Diff
1
ω (M) in

this neighborhood is topologically conjugate to f , i.e., there exists a
global homeomorphism h such that h ◦ f = g ◦ h. As we already
pointed out the Anosov systems are structurally stable (see [34]), and
in Theorem G we will obtain the converse.

Given a periodic hyperbolic orbit O and p ∈ O letWsp (respectively
Wup ) denote the stable (respectively unstable) manifold of p that is:

Wsp :=
{
x ∈M : dist( f n(x), f n(p)) →

n→+∞
0
}

and

Wup :=
{
x ∈M : dist( f−n(x), f−n(p)) →

n→+∞
0
}
.
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There exists a very complete theory about these invariant manifolds
(see [34]).
We say that O has a homoclinic tangency at q , p if:

• TqW
s
p ∩ TqW

u
p contains a nonzero vector and

• TqW
s
p ⊕ TqW

u
p , TqM.

We say that q is a transversal homoclinic point if it is not a homoclinic
tangency.
The next result, that will be proved in Section 7.3, is in the spirit of
Palis’ conjecture ([27]) and with respect to the C1-topology.

Theorem E. Any f ∈ Diff 1ω (M) can be C
1-approximated by another one

g ∈ Diff 1ω (M) satisfying one of the following properties:

(1) g is Anosov or else,
(2) g has a homoclinic tangency associated to a hyperbolic periodic orbit.

In Section 2 we set up notation, terminology and standard facts on
uniform hyperbolic theory. Section 4 provides a detailed exposition
of the perturbations that we will use in order to go on with the main
proofs. In Section 6 we present the proof of Theorem B. Theorem A
shall be proved in Section 3 assuming TheoremB. In Section 5wewill
be concerned with the creation of elliptic periodic orbits by C1 small
perturbations. Finally, in Section 7 we will restrict our attention
to some results about robust transitivity, stability, bifurcations on
periodic points and some questions about the coexistence of two
different definitions of chaos in the C1 sense (see Theorem H).

2. P   

2.1. Charts and neighborhoods. By compacity ofMwe can use Dar-
boux’s theorem (see e.g. [5]) and obtain a finite atlas A = {ϕi : Ui →
R2}, for i = 1, ..., k and thus define local coordinates such that the pull-
back of the two form ω by ϕi is the canonical area in the plane, i.e.,
(ϕi)∗ω = dx∧dy. Note that we can switch the metric associated to the
Riemannian structure ofM at x ∈M by the metric ‖ · ‖ = ‖D(ϕi(x))x(·)‖
where i(x) is uniquely defined and associated to each x ∈ M. For
this reason wewill not use the Riemannianmetric a priori fixed onM.
Denote by dist(·, ·) the distance inherit from the Riemannian structure
in M and the pre-fixed charts; that is, given x, y ∈ M with y ∈ Ui(x),
d(x, y) := ‖ϕi(x)(x) − ϕi(x)(y)‖.
We sometimes consider balls inM defined by

B(x, r) := ϕ−1i(x)[B(ϕi(x)(x), r)],
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where r > 0 is chosen to be sufficiently small in order to have each
ball contained in the open set Ui for i = 1, ..., k.
Given any 1-linear map A ∈ L(R2) we consider the norm

‖A‖ := sup
v,~0

‖A · v‖

‖v‖
. (2.1)

This norm will be used to estimate distances between two maps and
it will be the one fixed in the preceding paragraph. In the sequel
we will also use another norm which will reveal to be useful when
dealing with estimates (see Section 2.2).
As a consequence, everytime we compute distances between two
maps we use Darboux’s theorem to translate the scenario to R2. So
let us define properly the distance we are going to consider. Given

f ∈ Diff 1ω (M), a finite atlas {ϕi}i∈F, compact sets Ki ⊂ Ui such that
f (Ki) ⊂ Ui for all i ∈ F and ε > 0, we say that U( f , ϕ,Ki, ε) is an ε-C1

basic neighborhood of f in theWhitney C1-topology if it is formed by

those maps g ∈ Diff 1ω (M) such that:

• g(Ki) ⊂ Ui and
• (C0-closeness) sup

x∈ϕi(Ki)

{‖ϕi( f (x)) fϕ−1i(x)(x) − ϕi(g(x))gϕ
−1
i(x)
(x)‖} < ε and

• (C1-closeness) sup
x∈ϕi(Ki)

{‖D(ϕi( f (x)) fϕ−1i(x))(x)−D(ϕi(g(x))gϕ
−1
i(x)
)(x)‖} <

ε.

In this way we obtain what we shall call the ε-C1-neighborhood of
f and we denote it byN ω

ε ( f ).

2.2. Some elementary linear algebra.

2.2.1. The linear group SL(2,R), angles and eigenvalues. We say that
a 2 × 2 matrix A belongs to SL(2,R) if det(A) = 1. Moreover, if the
eigenvalues ofA ∈ SL(2,R) are real anddistinctwe say that thematrix
is hyperbolic. A matrix A ∈ SL(2,R) is elliptic if the eigenvalues are
different complex conjugates. Finally, we call A ∈ SL(2,R) parabolic
if it is not hyperbolic neither elliptic. It is easy to see that stability
(with respect to the norm defined in (2.1)), within these three classes
of matrices, holds both for hyperbolic and elliptic matrices whilst the
parabolic ones are unstable.
Given a hyperbolic matrix A ∈ SL(2,R), let σ > 1 be the upper
eigenvalue and θ > 0 be the angle between its eigenspaces. We
define the function

ηθ(σ) = ‖A − Id‖, (2.2)
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where Id denotes the identity in R2. Of course that ηθ(·) : ]1,+∞[→
]0,+∞[ defined by σ 7→ ηθ(σ) is a strictly increasing diffeomorphism.
On the other hand η(·)(σ) : ]0, π/2[→]σ,+∞[ defined by θ 7→ ηθ(σ) is a
strictly decreasing diffeomorphism.

2.2.2. A new norm. Let be given x, y ∈ M, a linear map A : TxM →
TyM and two invariant 1-dimensional splittings E

1
x ⊕ E

2
x = TxM and

E1y ⊕ E
2
y = TyM that is A(E

i
x) = E

i
y for i = 1, 2. We define four linear

actions as:

a11 : E
1
x → E

1
y, a12 : E

2
x → E

1
y, a21 : E

1
x → E

2
y and a22 : E

2
x → E

2
y,

and let v = v1 + v2 where vi ∈ E
i
x for i = 1, 2. Let

A · v = (a11 + a21)v1 + (a12 + a22)v2. (2.3)

The linear map A can be represented by the matrix

Ã =

(
a11 a12
a21 a22

)
, (2.4)

related to these previous splittings. We define a new norm by

TAU = max{|a11|, |a12|, |a21|, |a22|},

and we call it the norm of the maximum.

Example 2.1. Let us consider a linear map in the plane represented by a
conservative hyperbolic matrix (in the canonical base of R2),

A =

(
2 1000
0 1

2

)
.

Thismatrix has eigendirections associated to the vectors b = {(1, 0), (−2000, 3)}
(associated to eigenvalues 2 and 1/2). We observe that the angle θ between
the eigendirections is close to zero. If we consider the diagonalized matrix
with respect to the base of eigenvectors, then we get the matrix

Ã =

(
2 0
0 1

2

)
.

When we compute the norm of A, related to the usual metric in R2 we get

‖A‖ = 1000, on the other hand the norm of the maximum of Ã is 2. In
Lemma 2.2 we will obtain a relation between these quantities, namely that

‖A‖ ≤ 4TÃU sin−1 θ. In fact, in this example

θ = arccos

(
(1, 0) · (−2000, 3)

‖(1, 0)‖‖(−2000, 3)‖

)
≈ 0.0015,

and we get an estimate since 1000 ≤ 8 sin−1(0.0015) ≈ 5334.
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Let us now show how we can relate the usual norm and the norm
of the maximum.

Lemma 2.2. Given A ∈ L(R2) as above, if ∢(E1σ,E
2
σ) > θ for σ = x, y, then

A satisfies:

(1) ‖A‖ ≤ 4 sin−1 θTAU.
(2) TAU ≤ sin−1 θ‖A‖.

Proof. We follow [9, Lemma 4.5]. Let v = v1 + v2 where vi ∈ E
i
x for

i = 1, 2. Using elementary geometry it is easy to see that

‖vi‖ ≤ ‖v‖ sin
−1 θ, for i = 1, 2.

Hence, using (2.3) and the preceding inequality

‖A · v‖ ≤ ‖a11v1‖ + ‖a11v2‖ + ‖a22v1‖ + ‖a22v2‖

= |a11|‖v1‖ + |a11|‖v2‖ + |a22|‖v1‖ + |a22|‖v2‖

≤ 4TAU‖v‖ sin−1 θ.

Therefore, by definition (2.1) we obtain (1).
Given v1 ∈ E

1
x using (2.3) we write A · v1 = a11v1 + a21v1 ∈ E

1
y ⊕ E

2
y

and so,

• |a11|‖v1‖ = ‖a11v1‖ ≤ ‖A · v1‖ sin
−1 θ ≤ ‖A‖‖v1‖ sin

−1 θ,
• |a21|‖v1‖ = ‖a21v1‖ ≤ ‖A · v1‖ sin

−1 θ ≤ ‖A‖‖v1‖ sin
−1 θ,

Analogously, given v2 ∈ E
2
x we write A · v2 = a12v2 + a22v2 ∈ E

1
y ⊕ E

2
y

and so, |a12|‖v2‖ ≤ ‖A‖‖v2‖ sin
−1 θ and |a22|‖v2‖ ≤ ‖A‖‖v2‖ sin

−1 θ and
therefore (2) follows directly. �

Finally, we present a simple lemma that will not be needed until
Section 5.

Lemma 2.3. ([8, Lemma 3.9]) Given θ > 0, there exists c > 1 such that
for any linear map A : R2 → R2 satisfying ‖A · s‖.‖A · u‖−1 > c, where u, s
are unit vectors, we can find a nonzero vector v such that ∢(v, u) < θ and
∢(A · v,A · s) < θ.

2.2.3. Orthogonal decompositions. Sometimes we need to consider or-
thogonal decompositions in order to proceed with the estimates in a
more treatableway. Consider the samemapA : TxM→ TyM as before
and two new orthogonal decompositions E1x ⊕ (E

1
x)
⊥ and E1y ⊕ (E

2
y)
⊥

of TxM and TyM respectively. Denote by θx (resp. θy) the angle
between E1x and E

2
x (resp. E

1
y and E

2
y). Identify, using a rotation,

the directions E1x and E
1
y with the direction R(1, 0), the direction E

2
x
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with R(cosθx, sinθx) and the direction E2y with R(cosθy, sinθy). The
SL(2,R) matrix

Ψx :=

(
sin−1 θx cosθx
0 sinθx

)
,

maps E1x into E
1
x and (E

1
x)
⊥ into E2x, thus performs a conservative

change from the decomposition E1x ⊕ (E
1
x)
⊥ into E1x ⊕ E

2
x. In the same

way we define the matrix

Ψy :=

(
sin−1 θy cosθy
0 sinθy

)
,

mapping E1y into E
1
y and (E

1
y)
⊥ into E2y.

We now represent the linear action A in a new coordinate system
by

A⊥ := Ψ−1y ◦ A ◦Ψx. (2.5)

We point out that everytime we perform these change of coordinates
we can keep track of the constants of estimation using the following
inequality:

‖A⊥‖ ≤
‖A‖

(sinθx sinθy)
. (2.6)

In conclusion, if the angle is bounded from bellow from zero, then
it is possible to control the norm and thus to use this orthogonal
splitting (see hypothesis (1) of Lemma 5.3).

2.3. Hyperbolicity and dominated splitting. Given a diffeomor-
phism f , a compact f -invariant set Λ ⊂ M is said to be hyperbolic
if there is m ∈ N such that, for every x ∈ Λ, there is a Df -invariant
continuous splitting TxM = E

u
x ⊕ E

s
x such that we have:

(1) ‖Dfmx |Esx‖ ≤
1
2
and

(2) ‖(Dfmx )
−1|Eux‖ ≤

1
2
.

There are several ways to weaken the definition of uniform hyper-
bolicity. Here we use the one introduced independently by Mañé
([17, 18]), Liao ([16]) and Pliss ([28]) around the 1970’s when moti-
vated by the desire to prove the stability conjecture ([26]). Given
m ∈ N, a compact f -invariant set Λ ⊂ M is said to have an m-
dominated splitting if there is, overΛ, aDf -invariant continuous split-
ting TM = Eu ⊕ Es such that for all x ∈ Λwe have:

‖Dfmx |Esx‖.‖Df
m
x |Eux‖

−1 ≤
1

2
. (2.7)
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It is worth pointing out that both subbundles may expand. How-
ever, Eu expands more than Es. If both subbundles contract, Eu is
less contracting than Es. Like in the uniform hyperbolicity, the angle
between the subbundles is uniformly bounded away from zero. This
follows because the splitting is continuous and the base set is com-
pact. Moreover, the dominated splitting extends to the closure of Λ.
See [11] for the complete proofs of these properties.

Example 2.4. For µ > 1 let us define

A :=

(
1 0
0 µ

)
and B :=

(
1 0
0 µ−1

)
.

The matrices A and B are not hyperbolic. However, A has an m-dominated
splitting Eu = R(0, 1) and Es = R(1, 0), and B has also an m-dominated

splitting Eu = R(1, 0) and Es = R(0, 1), where m ≥
log 2

logµ . It is immediate

that µ close to 1 implies m very large.

Given p ∈ Per( f ), if p is hyperbolic and Eux and E
s
x are the Df -

invariant subbundles, then the real numbers

• λu(p) := lim
n→±∞

1
n
log ‖Df np |Eux‖ and

• λs(p) := lim
n→±∞

1
n
log ‖Df np |Esx‖ < λu(p),

are called theupper Lyapunov exponent and the lower Lyapunov exponent
respectively. By the celebrated Oseledet’s theorem ([24]) (see [29] for
a proof on dimension two) these numbers exist for Lebesgue almost
every point inM and not necessarily a periodic point.
A central result about the Lyapunov exponents of C1-generic con-
servative surface diffeomorphisms is the following result of Bochi
based on a conjecture of Mañé.

Theorem F. (Bochi-Mañé [8, 19, 20]) There exists a C1-generic subset R

of Diff 1ω (M) such that if f ∈ R, then f is Anosov or else Lebesgue almost
every point in M has zero Lyapunov exponents.

As we will see, this result will play an important role in the proof
of our results.

As a consequence of Oseledets’ theorem we obtain the equality,

λu(p) + λs(p) = lim
n→±∞

1

n
log |detDf np |. (2.8)

Then, by the area-preserving property, |detDf np | = 1 for every p,
and so we obtain that λu(p) = −λs(p). Therefore, if λu(p) = 0, then the
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spectrumofDf τp lies in S
1, where τdenotes the periodof p. Otherwise,

the real eigenvalues σ±1 of the map Df τp , satisfy

eλu(p)τ = |σ| > 1 > |σ−1| = e−λu(p)τ.

Let Perhyp( f ) denote the subset of all hyperbolic periodic points in
Per( f ). Note that if x ∈ Perhyp( f ), then x has a dominated splitting,
but in general we have that m(x) is unbounded. Also, the weak
hyperbolic behavior relates with the splitting angle being close to
zero.
Since M is compact and the hyperbolic splitting varies continu-

ously, given a uniformly hyperbolic invariant set Λ ⊂ Perhyp( f ), the
splitting angle between Eu and Es, denoted by ∢(Eu,Es), is bounded
away from zero over Λ.

Given f ∈ Diff 1ω (M), we define

∆m( f ) :=
{
x ∈ Perhyp( f ) : ‖Df

m
x |Esx‖.‖Df

m
x |Eux‖

−1 ≥
1

2

}
,

and

Λm( f ) :=
{
x ∈ Perhyp( f ) : ‖Df

m
f n(x)|Esx‖.‖Df

m
f n(x)|Eux‖

−1 ≤
1

2
for all n ∈N

}
.

Since Λm( f ) has m-dominated splitting, andM is a surface, then, by

the area-preservingproperty,Λm( f ) is a hyperbolic set (see Lemma2.5
below). Of course that we have

Perhyp( f ) = Λm( f )
⋃̇ (

∪
n∈N
f n(∆m( f ))

)
.

The following simple lemma, which only holds because M is a
surface, with be useful in the sequel.

Lemma 2.5. Let f be an area-preserving diffeomorphism and Λ ⊂ M a
compact f -invariant set. If Λ has a dominated splitting, then this splitting
is hyperbolic.

Proof. Since f admits a dominated splitting overΛ one gets that there
exists m ∈N such that

∆(x,m) := ‖Dfmx |Esx‖‖Df
−m
fm(x)|Eufm(x)‖ ≤

1

2
, ∀x ∈ Λ,

where Es and Eu are Df -invariant and one-dimensional.
For any i ∈ N we have ∆(x, im) ≤ 1/2i. For every n ∈ R we may
write n = im + r, for 0 ≤ r < m, and since ‖Df r‖ is bounded, say by L,
take C = 2

r
mL2 and σ = 2−

1
m to get ∆(x, n) ≤ Cσn, for every x ∈ Λ and

n ∈N.
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Denote by αn the angle between Esf n(x) e E
u
f n(x)
. We already know, by

domination, that this angle is bounded bellow from zero, say by β.
Since f is area-preservingand the subbundles are bothone-dimensional
we have that

sinα0 = ‖Df
n
x |Esx‖‖Df

n
x |Eux‖ sinαn.

So

‖Df nx |Esx‖
2 =
sinα0
sinαn

∆(x, n) ≤ ∆(x, im + r) sin−1 β ≤ σnC sin−1 β.

Analogously we get

‖Df−nx |Eux‖
2 =
sinαn
sinα0

∆(x, n) ≤ ∆(x, im + r) sin−1 β ≤ σtC sin−1 β.

These two inequalities show thatΛ is hyperbolic forDf completing
the proof of the lemma.

�

3. T   T A

First proof of Theorem A:Assuming Theorem B we give now the proof
of Theorem A and we postpone the proof of Theorem B to Sec-

tion 6. Recall that A2ω ⊂ Diff
1
ω (M) denotes the open set of Anosov

area-preserving diffeomorphisms and let A2ω be its C
1-closure. We

define the open set N := Diff 1ω (M) \ A
2
ω. Consider the C

1-topology

in Diff 1ω (M), the topology inherited by the Riemannian metric inM,
dist(·, ·), and the usual euclidean distance in R. LetH be the subset
of Diff 1ω (M) ×M × R

+ of all triples ( f , x, ε) such that f has a closed
elliptic orbit going through the ball B(x, ε) ⊂ M. Finally, we endow
H with the product topology. Since M is two-dimensional we get
that the elliptic orbits are stable concluding thatH is open.
Given any open setU ⊆ N consider the following (also open) set

H (U, x, ε) := { g ∈ U : (g, x, ε) ∈ H }.

It follows directly from Theorem B that if we take ε > 0, x ∈M and
an open set U ⊆ N , then H (U, x, ε) is an open and dense subset of
U.
Using the smooth charts ϕi : Ui → R2 for i = 1, ..., kwe take k dense
sequences in ϕi(Ui) ⊂ R2 and so, using ϕ−1i , we define {xn}n to be a
dense sequence inM. Let {εn}n > 0 be a sequence converging to zero.
Defining recursively

U0 = N and Un+1 = H (Un, xn, εn) for n ≥ 1,
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the residual set R = ∩∞
n=1
Un is such that for all g ∈ R, the elliptic

closed orbits of g are dense in M. Then R = A2ω ∪ R is the residual

subset of Diff 1ω (M), announced in Theorem A.

Second proof of Theorem A:We could also obtain another proof of The-
orem A from Theorem B by using the elegant arguments explored
in [23]. Denote by EN( f ) the set of elliptic periodic points (of the
diffeomorphism f ) of period less than N. Consider now the function

PN : Diff
1
ω (M) −→ M

f 7−→ EN( f ),

where Diff 1ω (M) is endowed with the C
1-topology andM denotes the

set of all closed subsets of M endowed with the Hausdorff metric.
By the stability of the elliptic periodic points it follows that PN is a
continuous function. Hencewe obtain that P = supN∈N{PN} is a lower
semi-continuous function (see [15]). Actually, we have

P : Diff 1ω (M) −→ M

f 7−→ E( f ),

whereE( f ) denotes the closure of the set of the elliptic periodic points
of f .
Using [31, Proposition 26] we obtain that there exists a residual

R ⊂ Diff 1ω (M) formed by continuity points of P.
Therefore, if f ∈ R is not Anosov, it is an immediate consequence
of Theorem B that the elliptic points are dense inM and Theorem A
is proved.

4. P L

In order to achieve our goal we will need to perform some pertur-
bations of the tangent map. One of the main perturbation tools will
induce rotations in the tangent bundle and so the next basic lemma
will be very useful. We emphasize that a more or less general re-
sult will be stated (see Theorem 4.3 and Remark 4.5), however the
advantage of presenting the proof of Lemma 4.1 lies in the fact that
it sheds some light in the nice properties of the C1 topology and for
this reason we decide to state and prove it nevertheless.

Lemma 4.1. If f ∈ Diff 1ω (M) and ε > 0, there exists β0 > 0 such that for
any x ∈M, r ∈ (0, 1) and β < β0 there exists g ∈ N ω

ε ( f ) such that (in local
charts):
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a) Dgx = Dfx · Rβ(x), where Rβ(x) denotes the rotation of angle β
centered in x, and

b) g = f outside the ball B(x, r).

Proof. We first prove the result for r = 1. Using the aforementioned

charts (see Section 2.1) we assume x = ~0. Let α : [0,∞) → [0,∞) be
a C∞ function such that α(t) = 0 for t ≥ 1, α(t) = 1 for 0 ≤ t ≤ 1/2
and |α′| ≤ 2. Take y ∈ B(0, 1) and β > 0. Let hβ(y) = Rα(‖y‖)β(~0). We
define gβ = f ◦hβ. Computing the derivative of gβ at ywe obtain that
(Dgβ)y = Dfhβ(y) · (Dhβ)y. Therefore:

• if y ∈ B(x, 1/2), then (Dgβ)y = Dfhβ(y) · Rβ(x).
In particular (Dgβ)x = Dfhβ(x) · Rβ(x) = Dfx · Rβ(x) which gives
item a).
• If y lies outside B(x, 1), then gβ = f and we get item b).

Since det(Dgβ)x = 1 for all x, our final goal is to to prove that gβ is
ε-C1-close to f . The C0-closeness is obvious. Let us prove that (Dhβ)y
is C0-close to the identity. In local coordinates we can write:

hβ(y) = (cos(φy)y1 − sin(φy))y2, sin(φy)y1 + cos(φy)y2),

where φy = α(‖y‖)β and y = (y1, y2). Taking derivatives we obtain:

(Dhβ)y = Ay +

(
cos(φy) − sinφy
sinφy cos(φy)

)
,

where

Ay =



−
∂φy
∂y1
sin(φy)y1 −

∂φy
∂y1
cos(φy)y2 −

∂φy
∂y2
sin(φy)y1 −

∂φy
∂y2
cos(φy)y2

∂φy
∂y1
cos(φy)y1 −

∂φy
∂y1
sin(φy)y2

∂φy
∂y2
cos(φy)y1 −

∂φy
∂y2
sin(φy)y2


 .

It is clear that, if β is chosen to be small, then (Dhβ)y−Ay is arbitrarily
close to the identity.
We just have to prove that, for a suitable β, Ay is close to the null
matrix. For that we first compute the gradient of φy.

∇φy =

(
∂φy

∂y1
,
∂φy

∂y2

)
= α′(‖y‖)β‖y‖−1(y1, y2).

Recall that |α′| ≤ 2,
∣∣∣∣∂φy∂yi yi

∣∣∣∣ = |α′(‖y‖)β‖y‖−1yi| ≤ and ‖y‖−1yi ≤ 1.
Hence, we obtain that

∣∣∣∣∂φy∂yi
∣∣∣∣ ≤ 2β.

Therefore, given ε > 0, there exists β0 > 0 and g ∈ Diff
1
ω (M) such

that g ∈N ω
ε ( f ) and g = gβ0 satisfies a) and b). Finally, for r ∈ (0, 1], we
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consider the r-homothethy and h = hβ0 associated to r = 1 established
above. We define the new hr and gr (associated to r) by rh(y/r) and
f ◦ hr respectively. Clearly D(rh(y/r)) = Dh(y/r) which is C0-close to
the identity and the lemma is proved. �

Remark 4.2. A slight change in the proof of Lemma 4.1 allow us to
obtain a version where, in a), we switch from Dgx = Dfx · Rβ(x) to
Dgx = Rβ(x) ·Dfx. The details are left to the reader.

In [2] it was proved a weak pasting lemma for diffeomorphisms
which, in rough terms, allow us to replace the area-preserving diffeo-
morphism f by another area-preserving diffeomorphism g such that
g is equal to the first order linear approximation of f in a small neigh-
borhoodU of a given point, and equal to f outside a set containing
U. Let us present the formal statement.

Theorem 4.3. (Arbieto-Matheus [2, Theorem 3.6])
If f ∈ Diff 2ω (M) and x ∈ M, then for any 0 < α < 1 and ε > 0, there
exists ε̃ > 0 such that any Ax ∈ SL(2,R) which is ε̃-close to D fx satisfies
the following; there exists g ∈ N

ω
ε ( f ) of class C

1+α such that for small
neighborhoods U ⊃ V of x we have, in local charts, that:

• g|V = Ax and
• g = f outside the set U.

Actually, Arbieto andMatheus proved that g|V = Dfx by construct-
ing a perturbation h(y) = ρ(y)( f (x)+Dfx(y−x))+ (1−ρ(y)) f (y) where
ρ is a bell-function over the annulus B(x, r) \B(x, r/2). Then they make
use of a cleaver application of a theorem of Dacorogna and Moser

([12]) to obtain a new h̃ which will be area-preserving. Theorem 4.3
is obtained in the same way by switching Dfx by Ax.

Remark 4.4. We can take, in Theorem 4.3, Ax = Dfx · Sx, where Sx is
ε̃
C
-close to the identity, where C := maxx∈M ‖Dfx‖.

Remark 4.5. A similar version of Lemma 4.1 can be obtained directly
from Theorem 4.3 if we take f of class C2.

Finally, we recall the conservative C1-closing lemma of Arnaud,
which in particular assures (a) and (b) bellow. This result is an
upgrade of the C1-closing lemma ([30]) and states that the orbit of a
recurrent point x can be approximated for a very long time π > 0 by
a periodic orbit of an area-preserving diffeomorphism g ∈ N ω

ε ( f ).

Theorem 4.6. (Arnaud [4]) Given a recurrent point x, ε > 0 and a C1-
neighborhood N ω

ε ( f ), there exists a periodic orbit p of g ∈ N ω
ε ( f ) with

period π such that
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(a) dist
(
f i(x), gi(p)

)
< ε for all i ∈ {0, ..., π};

(b) g = f except on the ε-neighborhood of the g-orbit of p.

5. C  

5.1. Mixing the eigendirections-Part I. We start by proving the fol-
lowing result.

Lemma 5.1. Given a hyperbolic matrix A ∈ SL(2,R), let θ = ∢(Es,Eu) be
the angle between the matrix A eigendirections. Assume that the rotation
Rθ of angle θ takes the unstable direction onto the stable direction of A, i.e.,
Rθ(E

u) = Es. Then the matrix A · Rθ is elliptic.

Proof. Let B := A · Rθ. Consider the action of the matrices A and B
on the projective lineP1 = R/πZ, described by the diffeomorphisms
fA : P

1 → P1 and fB : P
1 → P1. Lift these maps to diffeomorphisms

FA : R → R and FB : R → R such that FA(x + π) = FA(x) + π and
FB(x+π) = FB(x)+π, for all x ∈ R. As det(A) = det(B) = 1 we get that
FA and FB are increasing functions. The definition of θ shows that
the lifting FB can be chosen to satisfy the relation FB(x) = FA(x + θ),
for all x ∈ R. Since A is hyperbolic, fA has two fixed points: an
expanding fixed point xu, and a contracting fixed point xs. We can
choose the lifting FA so that it has two families of fixed points, x

u+kπ
and xs + kπ, with k ∈ Z, and we may assume that the fixed points
xs, xu ∈ R satisfy |xs − xu| = θ. In order to prove that B is elliptic
it is enough to show that fB has non zero rotation number, which
amounts to say that FB(x)− x keeps a constant sign as x runs through
R. Two cases may occur: xs < xu and xu < xs. Assume first that
xs < xu. Then −θ < FA(x) − x < 0 for all x ∈]xs, xu[, and FA(x) − x > 0
for all x ∈]xu, xs + π[. This implies that FA(x) − x > −θ, for all x ∈ R.
Therefore, FB(x) − x = FA(x + θ) − (x + θ) + θ > −θ + θ = 0, for every
x ∈ R, proving that B is elliptic. Assume now that xu < xs. In this
case 0 < FA(x) − x < θ for all x ∈]xu, xs[, and FA(x) − x < 0 for every
x ∈]xs, xu + π[. But this implies that FA(x) − x < θ, for all x ∈ R.
Accordingly, FB(x)−x = FA(x+θ)− (x+θ)+θ < −θ+θ = 0, for every
x ∈ R, which proves that B is elliptic. �

Weeasilydeduce the following result fromLemma5.1 andLemma4.1.

Proposition 5.2. Given ε > 0 and f ∈ Diff 1ω (M), there exists θ > 0 such
that given any x ∈ Perhyp( f )with period τ > 1, and such that ∢(Euy,E

s
y) < θ

for some y in the f -orbit of x, then there is some perturbation g ∈ N ω
ε ( f )

such that x is an elliptic periodic point for g with period τ.
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Aswe saw in the preceding proposition mixing eigendirections by
rotations reveals to be useful to create elliptic periodic orbits formaps
near the original one. However, we are only allowed to perform a
small perturbation and this can be difficult, or maybe impossible,
if the angle between eigendirections is far from zero. In the next
lemmaweassume somehypotheses underwhich itwill be possible to
achieve that objective and, its proof, although easier, follows closely
the one in [8, Lemma 3.8].

Lemma 5.3. Given f ∈ Diff rω(M), r ≥ 1 and ε > 0 let θ( f , ε) = θ > 0 be
given by Lemma 4.1 (with θ < β0). There is m0 ∈ N such that for every
m ≥ m0, if x ∈ Perhyp( f ) has period τ > m and satisfies

(1) ∢(Eu
f n(x)
,Es
f n(x)
) > θ, for all n ∈ {1, ..., τ} and

(2) we have f n(x) ∈ ∆m( f ) for some n ∈ {1, ..., τ},

then there exist a Cr conservative map g ∈ N ω
ε ( f ) and y = f

k(x) (k ∈
{1, ..., τ}) such that Dgmx (E

u
y) = E

s
fm(y)
.

Proof. Let C := max
x∈M
‖Dfx‖ and c > C2 depending on the angle θ and

obtained according to Lemma 2.3.
Let x ∈ Perhyp( f ) with period τ > m > m0 and satisfying (1) and (2).
The number m0 will be very large and will be defined below. By (2)
there exists y in the f -orbit of x such that y ∈ ∆m( f ), i.e.,

‖Dfmy |Esy‖.‖Df
m
y |Euy‖

−1 ≥ 1/2. (5.1)

Case I
Suppose that for any i, j ∈ {0, 1, ...,m}, where i < j, we have

‖Df
j−i

f i(y)
|Esy‖.‖Df

j−i

f i(y)
|Euy‖

−1 ≤ c. (5.2)

Noting that E(·)y (for (·) = u/s) are one-dimensional and using (5.1)
and (5.2) we get

‖Df
j−i

f i(y)
|Esy‖

‖Df
j−i

f i(y)
|Euy‖
=
‖Df

m− j

f i(y)
|Euy‖.‖Df

m
y |Esy‖.‖Df

i
y|Euy‖

‖Df
m− j

f i(y)
|Esy‖.‖Df

m
y |Euy‖.‖Df

i
y|Esy‖

≥
1

2c2
. (5.3)

Using (5.2) again we obtain, for H := 2c2, that

1

H
≤
‖Df

j−i

f i(y)
|Esy‖

‖Df
j−i

f i(y)
|Euy‖
≤ H. (5.4)

Using (1) we can make a conservative change of coordinates as
it was explained in Section 2.2.3 keeping the control on the esti-
mated (depending on sin2 θ). Hence, by conservativeness, for any
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j ∈ {0, 1, ...,m}, we have ‖Df jy|Esy‖.‖Df
j
y|Euy‖ = detDf

j
y = 1. Therefore,

using (5.4) we get that ‖Df
j
y|E(·)y
‖ ≤ 2H = 4c2 for (·) = u/s and every j.

This implies that for every j ∈ {0, 1, ...,m}we have ‖Df
j
y‖ ≤ 2H.

For some γ > 0 very small, let {θ j}m−1j=0 be such that 0 < θ j ≤ γ (for

all j) and ∢(Esy,E
u
y) =

∑m−1
j=0 θ j. We define, for every j = {0, 1, ...,m− 1},

linear maps S j : T f j(y)M → T f j+1(y)M by S j := Df
j+1
y · Rθ j · (Df

j
y)
−1. It is

straightforward to see that

Sm−1 · Sm−2 · ... · S1 · S0(E
u
y) = Df

m
y · R∢(Esy ,Euy)(E

u
y) = E

s
fm(y).

Using Theorem 4.3 we realize2 these perturbation by m conservative
maps g j inm small self-disjoint balls B j := B( f

j(y), ri), ri > 0. Then we
define a conservative map g by being equal to gi in Bi and equal to f
outside the union of these balls.
Observe that, sinceH is fixed, ‖Si− Id‖ is small as long as θi is close
to zero which is equivalent to take γ very small.
We leave it to the reader to verify that, since we have a control on

the norm ofDf
j
y, g can be chosen ε-close to f andwe just have to take

m0 be any positive integer such that m0 ≥
2π
γ .

Case II
We now turn to the case where (5.2) is false, i.e., there exists i, j ∈
{0, 1, ...,m}, where i < j, such that

‖Df
j−i

f i(y)
|Esy‖.‖Df

j−i

f i(y)
|Euy‖

−1 > c. (5.5)

It is understood that j − i > 1 because c > C2. Take unit vectors
s ∈ Es

f i(y)
and u ∈ Eu

f i(y)
. By (5.5)we are in the hypotheses of Lemma 2.3

for the linear map Df
j−i

f i(y)
, therefore we can find a nonzero vector

v ∈ T f i(y)M such that ∢(v, u) < θ and ∢(Df
j−i

f i(y)
· v,Es

f j(y)
) < θ. By

making two perturbations at f i(y) (using Lemma 4.1) and at f j−1(y)
(using Remark 4.2) we can obtain g ∈ N ω

ε ( f ), such that:

Dg f i(y) := Df f i(y) · R∢(v,Eu
f i(y)
) and Dg f j−1(y) := R∢(Df j−i

f i(y)
·v,Es

f j(y)
)
·Df f j−1(y).

2In order to use Theorem 4.3 f must be of class C2. The important point to note
here is that we can perturb slightly, using [37], and obtain a C2 conservative map
having the same properties (1) and (2) of Lemma 5.3 for the analytic continuation
of the hyperbolic point x.
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Moreover, g = f outside two small balls around f i(y) and f j(y). Is
is easy to verify that by concatenating the tangent maps of g along

{ f n(y)}
j

n=i
we complete the proof.

�

5.2. Mixing the eigendirections-Part II. Our purpose now is to
prove the next proposition and its proof will be divided into two
main steps; Lemma 5.3 above and Lemma 5.5 below.

Proposition 5.4. Given f ∈ Diff 1ω (M), ε > 0 and θ > 0, there exist m ∈N
and T ∈N (T > m) such that given a periodic hyperbolic point x ∈Mwith
period τ > T, satisfying the conditions (1) and (2) of Lemma 5.3, then there
is some perturbation g ∈ N

ω
ε ( f ) such that x is an elliptic periodic point for

g with period τ.

The following result allows us, once in the hypotheses of Proposi-
tion 5.4, to obtain some control on the growth of the norm of Dgτ for
a large τ, where g ∈ N ω

ε ( f ).

Lemma 5.5. Let f ∈ Diff 1ω (M), ε > 0 and θ > 0 be given. Let m =
m(ε, θ) ∈ N be given by Lemma 5.3. Then there exists K = K(θ,m) ∈ R
such that given any hyperbolic periodic point x with period τ > m satisfying
(1) and (2) of Lemma 5.3, then there exists g ∈ N

ω
ε ( f ) such that x is also a

periodic orbit for g with period τ and ‖Dgτy‖ < K, for some y in the g-orbit
of x.

Proof. For f ∈ Diff 1ω (M) and ε > 0 given, there exists C > 1 such that,
if g ∈ N ω

ε ( f ) then ‖Dg‖ ≤ C. We define

K(m(θ)) := 4Cm+2 sin−2 θ. (5.6)

Take any hyperbolic periodic point x with period τ > m. Let g ∈
Diff 1ω (M) be the perturbation provided by Lemma 5.3, corresponding
to the same ε and θ of this lemma. We assume that the point y
given in Lemma 5.3 is y = x. According to Section 2.2 we take
matrix representations diagonalizing the hyperbolic decomposition
and along the orbit.
Given k ∈ {1, ..., τ − m} let y = f −k(x). Take a finite sequence
{F(y, i)}k

i=1
⊂ R such that the matrix Df iy written in the diagonal

3

form associated to the eigendirections is,

Df iy =

(
F(y, i) 0
0 F(y, i)−1

)
,

3In fact, we are abusing the notation since we should denote this representation

by D̃ f iy instead of Df
i
y.
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and let σ = F(y, τ) > 1. Observe that by Lemma 2.2 (2), for i ∈ {1, ..., τ},
we have

max{|F(y, i)|, |F(y, i)|−1} = TDf iyU ≤ ‖Df
i
y‖ sin

−1 θ

≤

i−1∏

j=0

‖Df f j(y)‖ sin
−1 θ ≤ Ci sin−1 θ.

We will consider two cases:

Case I If σ ≤ Cm+1 sin−1 θ then observing that TDf τyU = σ and
applying Lemma 2.2 (1), we obtain

‖Df τy ‖ ≤ 4 sin
−1 θTDf τyU = 4σ sin

−1 θ ≤ 4Cm+1 sin−2 θ ≤ K,

and the lemma is proved by just choosing g = f .

Case II On the other hand, if σ > Cm+1 sin−1 θ, we will use the
following calculus lemmawhose proof we postpone to the end of the
proof of Lemma 5.5.

Lemma 5.6. Given τ,m ∈N, τ > m, C > 1 and {ai}τi=1 such that |ai|
±1 < C

we define σ := |Πτ
i=1
ai|. If σ > Cm+1, then there exists k ∈ {1, ..., τ−m} such

that ∣∣∣∣∣∣
Πτ
i=k+m
ai

Πk
i=1
ai

∣∣∣∣∣∣

±1

≤ C2.

We feed Lemma 5.6with ai = F(y, i) and let k ∈ {1, ..., τ−m} be given
by this lemma. Take y = f−k(x). Since

Df τy = Df
τ−m−k
fm(x) ·Df

m
x ·Df

k
y

we may write Df τy as the following diagonal matrix product repre-
sentation(
F( fm(x), τ −m − k) 0

0 1
F( fm(x),τ−m−k)

) (
F(x,m) 0
0 1

F(x,m)

) (
F(y, k) 0
0 1

F(y,k)

)
.

(5.7)
Recall that g, given by Lemma 5.3, is a conservative perturbation of f ,
supported in a small neighborhood of { f i(x) : i ∈ {0, ...,m}}, and such
that Dgmx (E

u
x) = E

s
fm(x)
. Taking in account the notation of section 2.2.2

we get that ξ : Eux → E
u
fm(x)
must be the null map, where

Dgmx :=

(
ξ α
β γ

)
, (5.8)
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for some constants ξ, α, β and γ. That is, the unstable component of
the image by Dgmx of E

u
x must be zero and so ξ = 0.

Now, one just replaces the middle matrix in (5.7) and we obtain
that

Dgτy = Df
τ−s−m
fm(x) ·Dg

m
x ·Df

k
y ,

is given by

Dgτy =




0 α
F( fm(x),τ−m−k)

F(y,k)

β
F(y,k)

F( fm(x),τ−m−k) γ
1

F(y,k)F( fm(x),τ−m−k)


 .

Notice that,

1

F(y, k)F( fm(x), τ −m − k)
=
F(x,m)

σ
≤

TDfmx U

σ
≤
‖Dfmx ‖

σ sinθ

≤
Cm

σ sinθ
<
1

C
.

Moreover, by Lemma 2.2 (2)

max{|α|, |β|, |γ|} = TDgmx U ≤ sin
−1 θ‖Dgmx ‖ ≤ C

m sin−1 θ.

Using Lemma 5.6 we get TDgτyU ≤ max{|α|, |β|, |γ|}C
2 ≤ Cm+2 sin−1 θ.

Finally, using Lemma 2.2 (1) we get

‖Dgτy‖ < 4 sin
−1 θTDgτyU < 4C

m+2 sin−2 θ = K,

and the lemma is proved.
�

Proof. (of Lemma 5.6)
For k = 1 since we have σ > Cm+1 we obtain∣∣∣∣∣∣

Πτ
i=m+1
ai

a1

∣∣∣∣∣∣ =
σ

|a1Π
m
i=1
ai|
≥
σ

Cm+1
> 1.

For k = τ −m we have∣∣∣∣∣∣
aτ

Πτ−m
i=1
ai

∣∣∣∣∣∣ =
|aτΠ

τ
i=τ−m+1ai|

σ
≤
Cm+1

σ
< 1.

Let

Φ(k) =

∣∣∣∣∣∣
Πτ
i=k+m
ai

Πk
i=1
ai

∣∣∣∣∣∣ .

We chose k ∈ {1, ..., τ − m − 1} such that Φ(k) > 1 and Φ(k + 1) < 1.
SinceΦ(k)−1 < 1 < C2 we are left to the task of proving thatΦ(k) ≤ C2.

Φ(k) =

∣∣∣∣∣∣
Πτ
i=k+m
ai

Πk
i=1
ai

∣∣∣∣∣∣ = Φ(k + 1)|ak+1||ak+m| ≤ C
2.
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�

Remark 5.7. The important thing to note here is that Lemma 5.5 al-
lows us to fix a uniform bound K such that we can pick a periodic
hyperbolic point with very large period and, nevertheless, the tan-
gent map (on the period) is bounded by K for a C1-arbitrarily close
conservative map.

Proof. (of Proposition 5.4)
We know that for any diffeomorphism f1 C

1-close to f any hyperbolic
periodic point x of f has an analytic continuation y for the diffeomor-

phism f1 (see e.g. [34]). Moreover, by [37], Diff
2
ω (M) is C

1-dense in

Diff 1ω (M). Hence, for a diffeomorphism f1 ∈ Diff
2
ω (M) arbitrarily

C1-close to f , by Lemma 5.3, we take m0( f1) (larger than m0( f ) if nec-
essary) such that, if y is a hyperbolic periodic point of period τ > m
for any m ≥ m0( f1) satisfying

(1) ∢(Eu
f n
1
(y)
,Es
f n
1
(y)
) ≥ θ for all n ∈ {1, ..., τ} and

(2) f n
1
(y) ∈ ∆m( f1) for some n ∈ {1, ..., τ},

then there exist f2 ∈ Diff
2
ω (M) ∩N ω

ε ( f ) and z = f
k
1
(y), for k ∈ {1, ..., τ},

such that (Df2
m)y(E

u
z ) = E

s
fm
1
(z)
.

Fix f2 ∈ Diff
2
ω (M) and any x ∈ M. By Theorem 4.3 followed by

Remark 4.4, for ε > 0, there exists ζ0 > 0 such that any Sx ∈ SL(2,R)
which is ζ-close to the identity (with ζ < ζ0) satisfies the following;
there exists g ∈ N ω

ε ( f2) such that for small neighborhoods U ⊃ V of
xwe have, in local charts, that:

• g|V = (Df2)x · Sx and
• g = f2 outside the set U.

Take K := K(m(θ)) according to Lemma 5.5 and depending on
f1 ∈ Diff

2
ω (M), on ε, m0( f1) and on θ. Now, for ζ0 and θ fixed above,

set σ := (ηθ)−1(ζ0), where ηθ(ζ0) was defined in (2.2). By definition,
the number σ > 1 has the following property: Given any ϕ ≥ θ, we
can pick hyperbolic matrices S ∈ SL(2,R) such that:

(i) ‖S − Id‖ ≤ ζ0;
(ii) σ and σ−1 are the eigenvalues of S; and
(iii) S has an angle ϕ between its eigenspaces.

Finally, we take T ∈ N such that σT ≥ K. Now, let Γ = { f n
1
(x) :

n ∈ {1, ..., τ}} be any hyperbolic periodic orbit, with period τ > T,
satisfying (1) and (2) of Lemma 5.3. Let g ∈ N ω

ε ( f1) be the diffeo-
morphism provided by Lemma 5.5 satisfying ‖Dgτy‖ < K for some

point y ∈ Γ. We take i ∈ {0, ..., τ − 1} and we define xi := f i1(y) and
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x′
i
:= f1(xi) = f

i+1
1
(y). Take the linear maps Dg f i

1
(y) := Dgi : R

2
xi
→ R2

x′
i

and let θi ≥ θ be the angle between the eigenspaces Euxi and E
s
xi
of the

map Dgτ
i
, for each i ∈ {0, ..., τ − 1}. Take now Si ∈ SL(2,R) such that

‖Si − I‖ ≤ ζ0, and Si has eigenspace Euxi with eigenvalue σ
−1, and has

eigenspace Esxi with eigenvalue σ. Observe that these eigenspaces do
make an angle equal toθi. Theproduct linearmap (Dgi·Si) : R2xi → R

2
x′
i

takes the decomposition R2xi = E
u
xi
⊕ Esxi onto the decomposition

R2
x′
i
= Eu

x′
i

⊕ Es
x′
i

. Moreover, we have ‖Dgi · Si|Euxi‖ = ‖Dgi|E
u
xi
‖σ−1 and

‖Dgi · Si|Esxi‖ = ‖Dgi|E
s
xi
‖ σ.

Consider a family of smooth deformations of the identity into Si,
that is, let {Si,t}

τ−1
i=0,t∈[0,1]

be defined analogously to Si but with eigen-

values σt and σ−t, where for t = 0 we get the identity and for t = 1 we
get Si.
By a direct application of Theorem 4.3 we can obtain a family of
C1 area-preserving diffeomorphisms (hi)t such that (hi)t ∈ N ω

ε (g),
g = (hi)t outside a small neighborhood of the point xi, and [D(hi)t]xi =
Dgi · Si,t. But, since we can produce these perturbations with self-
disjoint support, we can glue them into a single conservative C1

perturbation ht (t ∈ [0, 1]) of g such that ht ∈ N ω
ε (g) and g = ht

outside a small neighborhood of Γ. By way of construction, the area-
preserving diffeomorphism ht has the same invariant decomposition
as g. Moreover, using that ‖Dgτy‖ < K and also the unidimensionality
of Eu, we have

ϕ(t) := ‖D(ht)
τ
y|Euy‖ = ‖Dg

τ
y|Euy‖ σ

−τt < K σ−τt , (5.9)

while, on the other hand, ‖D(ht)
τ
y)|Esy‖ > K σ

τt. For t = 0 we have
ϕ(0) = ‖Dgτy|Euy‖ > 1. But, since σ

τ ≥ K (recall that τ > T), for t = 1 we
get ϕ(1) < 1. Therefore, there is some t0 ∈]0, 1[ such that ϕ(t) = 1. For
such t0 we must have ‖D(ht0)

τ
y‖ = 1.

Finally, applying4 Lemma 4.1 to the periodic orbit y of ht0 we get a
conservative C1 perturbation h of ht0 such that h ∈ N

ω
ε (ht0) and y is

an elliptic periodic orbit of h.
Going back and replacing ε by ε/5 along the proof enables us to
conclude the proof of the proposition. �

4If the point is parabolic we can perform a small rotation in the tangent space in
order to make it elliptic.
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The absence of elliptic periodic orbits for all nearby perturbations
implies uniform bounds on hyperbolic orbits with large enough pe-
riod. This is an easy consequence of the two previous Proposition 5.2
and Proposition 5.4 which we state for future reference.

Corollary 5.8. Let f ∈ Diff 1ω (M) and ε > 0 be given and set θ = θ(ε, f ),
m = m(ε, θ) and T = T(m) given by Proposition 5.2 and Proposition 5.4.
Assume that all area-preserving maps g which are ε-C1-close to f do not
admit elliptic periodic orbits. Then for every such g all closed orbits with
period larger than T are hyperbolic, m-dominated and with angle between
its stable and unstable directions bounded from below by θ.

6. P  T B

In this section we present the proof of Theorem B. Let f ∈ Diff 1ω (M)
be a non Anosov diffeomorphism ε > 0 andU any open subset ofM,
we will prove that there exists an area-preserving map g ∈ N ω

ε ( f )
and which exhibits an elliptic orbit passing through U.
Let P be the residual set given by the general density theorem
(see [30]), that is P is the set of all area-preserving maps f such that
Ω( f ) is the closure of the set of periodic orbits, all of them hyperbolic
or elliptic, and Ω( f ) = M by the Poincaré recurrence theorem.

We take any f ∈ Diff 1ω (M) which is not approximated by anAnosov
area-preserving map. Then by a small C1 perturbation we can and
will assume that f belongs to P and that f is still not approximated
by an Anosov conservative map. We fix some open set U ⊂ M and
ε > 0.
If some elliptic periodic orbit of f intersects U there is nothing to
prove, just choose f = g. Otherwise we must consider three cases:

Case I All periodic orbits of f which intersect U are hyperbolic,
and some of them has a small angle, less than θ = θ(ε, f ) provided
by Proposition 5.2, between the stable and unstable eigendirections
at one point of the orbit.

Case II All periodic orbits of f which intersect U are hyperbolic,
with angle between the stable and the unstable directions bounded
from bellow by θ, but some of them, with period larger than T, do not
admits any m-dominated splitting, where m = m(ε, θ) and T = T(m)
are given by Proposition 5.4, and θ = θ(ε, f ) was given as before by
Proposition 5.2.
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Case III All periodic orbits of f which intersectU and have period
larger than T are hyperbolic, with m-dominated splitting, and with
the angle between the stable and unstable directions bounded from
bellow by θ, where m = m(ε, θ) and T = T(m) are given by Proposi-
tion 5.4, and θ = θ(ε, f ) was given as before by Proposition 5.2.

Using Proposition 5.2 the Case I implies the desired conclusion for
some area-preserving diffeomorphism g ∈ N ω

ε ( f ). Analogously for
Case II by the choice of the bounds m, T and by Proposition 5.4.
Finally, we use Theorem F to show that if f is in Case III and we
assume that every C1-nearby area-preserving map g does not admit
elliptic periodic orbits through U, then we get a contradiction. This
establishes the statement of Theorem B.
If f is in Case III, then from Corollary 5.8 we know that every
periodic orbit intersecting U, for area-preserving diffeomorphism
g ∈ N ω

ε ( f ), with period larger than T, is hyperbolic with uniform
bounds on m and θ.
From Theorem F, since f is not approximated by an Anosov area-
preservingmap, there exists an area-preservingmap g, which is ε

2
-C1-

close to f , admitting a full Lebesgue measure subset Z where all the
Lyapunov exponents for g are zero. Moreover, we can assume that
g is aperiodic, that is the set of all periodic orbits has zero Lebesgue
measure5.
Let Û ⊂ U be a measurable set with positive Lebesgue measure.

Let R ⊂ Û be the set given by Poincaré Recurrence Theorem with

respect to g. Then every x ∈ R returns to Û infinitely many times
under g and is not a periodic point. Denote by T the set of positive

return times to Û under g.
Given x ∈ Z∩R and 0 < δ < log 2/2m, from the Oseledets’ theorem
there exists nx ∈ R such that the upper Lyapunov exponent is near
zero, formally, for every n ≥ nx we have

e−δn < ‖Dgnx‖ < e
δn.

Let us choose τ ∈ T such that τ > max{nx,T}.
Now, by Arnaud’s closing lemma ([4]), given a g-recurrent point
x, ε > 0 and a neighborhoodN ω

ε/2(g), there exists a periodic orbit p of

h ∈ N
ω
ε/2(g) with period π such that

a) dist
(
gi(x), hi(p)

)
< ε for all i ∈ {0, ..., π};

5Actually, by the conservative version of the Kupka-Smale theorem (see [31]) we
obtain a residual where the periodic points are countable, hence of zero Lebesgue
measure.
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b) h = g except on the ε-neighborhood of the h-orbit of p.

Letting ε > 0 be small enough we obtain also that

e−δπ < ‖Dhπp ‖ < e
δπ with π > T. (6.1)

Now it is easy to see that h ∈ N ω
ε ( f ), so that the orbit of p under h

satisfies the conclusion of Corollary 5.8. In particular we have that
∥∥∥Dhmx | Esx

∥∥∥
∥∥∥Dhmx | Eux

∥∥∥
≤
1

2
for all x in the h-orbit of p,

for otherwise we would use Proposition 5.4 and produce an ellip-
tic periodic orbit for an area-preserving map in N

ω
ε ( f ). Since the

subbundles Es and Eu are one-dimensional we write pi := h
im(p) for

i = 0, . . . , ⌊π/m⌋ = ℓwith ⌊z⌋ denoting the largest integer less or equal
than z and∥∥∥Dhπp | Esp

∥∥∥
∥∥∥Dhπp | Eup

∥∥∥
=

∥∥∥Dhπ−mℓ | Espℓ
∥∥∥

∥∥∥Dhπ−mℓ | Eupℓ
∥∥∥
·

ℓ−1∏

i=0

∥∥∥Dhm | Espi
∥∥∥

∥∥∥Dhm | Eupi
∥∥∥
≤ L(p, h) ·

(
1

2

)ℓ
, (6.2)

where

L(p, h) = sup
i∈{0,...,m}



‖Dhi | Esp‖

‖Dhi | Eup‖




depends continuously on h in the C1 topology. Therefore, there exists
a uniform bound on L(p, h) for all maps h ∈ N ω

ε ( f ).
We note that we can take π > T arbitrarily large by letting ε > 0 be
small enough in the above arguments. Therefore (6.2) ensures that

1

π
log

∥∥∥Dhπ | Esp
∥∥∥ ≤ 1
π
logL(p, h) +

ℓ

π
log
1

2
+
1

π
log

∥∥∥Dhπ | Eup
∥∥∥.

Moreover, since h is area-preserving and recalling (2.8), we have that
the sum of the Lyapunov exponents along the h-orbit of p is zero, that
is (we recall that π is the period of p)

1

π
log ‖Dhπ | Esp‖ = −

1

π
log ‖Dhπ | Eup‖.

The constants in (6.2) are independent of π so taking the period very
large and noting that ‖Dhπp ‖ = ‖Dh

π | Eup‖ we deduce that

1

π
log ‖Dhπp ‖ ≥

1

2m
log 2 > δ.

This contradicts (6.1) and Theorem B follows.
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7. M   - 

7.1. Robust transitivity. Here we present an alternative proof of
Theorem C using the next well-know theorem (see for example [32,
Theorem 5.2]).

Theorem 7.1. (KAM) Let f ∈ Diff ∞ω (M), p a periodic elliptic orbit with
periodπ and assume that the two eigenvalues of D f πp , denoted by λ1 and λ2,

are such that λ1 = e2πiθ and λ1 = e−2πiθ for θ ∈ R \Q. Then, there exists a
sequence { fk}k∈N ∈ Diff

∞

ω (M) such that fk →
k→+∞

f (in the C1-topology) such

that each fk has an elliptic periodic orbit pk admitting a fk-invariant tori.

Proof. (of Theorem C) Assume that f ∈ Diff 1ω (M) is non Anosov and
C1-robustly transitive. Hence, there exists a C1-neighborhood of f ,

V ⊂ Diff 1ω (M), such that every h ∈ V is transitive. By Theorem B

given a non Anosov diffeomorphism f ∈ Diff 1ω (M), ε > 0, x ∈ M and
any open subset U ofM, then there exists g ∈ N ω

ε ( f ) and exhibiting
an elliptic orbit passing through U. Choose, ε such that g ∈ V. Since
elliptic orbits are stable, we use Zehnder’s Theorem [37] and we take
g̃ ∈ Diff ∞ω (M)∩V and exhibiting an elliptic orbit passing through U.
If the eigenvalues of this elliptic point are in Q, then by using
Lemma 4.1, we can perturb in order to get these eigenvalues inR\Q.
Therefore, we are in the conditions of Theorem 7.1. So, there
exists a sequence { fk}k∈N ∈ Diff

∞
ω (M) such that fk →

k→+∞
g̃ (in the C1-

topology) such that each fk has an elliptic periodic orbit pk admitting
a fk-invariant tori. Of course that, for k ≥ k0, we have fk ∈ V and
the property of having fk-invariant tori contradicts the C

1-robust
transitivity. �

We say that f ∈ Diff 1ω (M) is ergodic if given any measurable f -
invariant set it has full or zero Lebesgue measure. Stable ergodicity
means persistence of the ergodicity for perturbations of f . It is easy
to see that stable ergodicity implies robust transitivity within the
conservative context. However, we note that this implication is false
if the (stable) ergodicity is with respect to some atomic invariant
measure (c.f. the next example).

Example 7.2. Consider the gradient flow on S2 ⊂ R3 generated by the
height function h(x, y, z) = −z. The points N = (0, 0, 1) and S = (0, 0,−1)
are a source and a sink respectively. The Dirac measure δN (or δS) is ergodic,
however the flow is non-transitive.

Corollary 7.3. If f ∈ Diff 1ω (M) is C
1-stably ergodic, then f is Anosov.
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Aswe said in the introduction the KAMphenomena contrasts with
stable ergodicity, since it prevails persistence of invariant tori with
positive Lebesgue measure.
We end this section with the following yet unknown problem.

Question: Is ergodicity C1-generic among conservative surface dif-
feomorphisms?

7.2. Area-preserving star diffeomorphisms. Let f ∈ Diff 1ω (M) be a
conservative star-diffeomorphism, that is, there exists a neighbor-

hood V of f in Diff 1ω (M) such that any g ∈ V, has all the periodic
orbits hyperbolic. We denote this set byF 1ω(M) and, aswe said in Sec-
tion 3, A2ω denotes the set of conservative Anosov diffeomorphisms
on the surfaceM.
It is clear that F 1(M)∩Diff 1ω (M) ⊂ F

1
ω(M); Theorem D implies that

F 1(M) ∩Diff 1ω (M) = F
1
ω(M) =A

2
ω.

Asa consequence of TheoremDwealso obtain the following result.

Corollary 7.4. The boundary ofA2ω has no isolated points.

A diffeomorphism f ∈ Diff 1ω (M) is said to be C
1-structurally stable

in the conservative setting if there exists a C1 neighborhood, V, of

f in Diff 1ω (M) such that every g ∈ V is topological equivalent to f
(see [32]).
Combining Theorem D with Theorem A we are able to obtain the
next result.

TheoremG. If f is a C1-structurally stable surface area-preserving diffeo-
morphism, then f is Anosov.

We assume Theorem D for a moment and we conclude the proof
of Theorem G but before that we present an abstract result about
finite product of SL(2,R) matrices that will be used in the proof of
Theorem G.

Lemma 7.5. ([10, Lemme 6.6]) For all ε > 0, there exists N ≥ 1 such that,
for all n ≥ N and every family {Ai}

n
i=1
⊂ SL(2,R), there exists {αi}ni=1 (where

each αi ∈] − ε, ε[) satisfying the following property: For all i ∈ {1, ..., n} we
denote Bi = Rαi · Ai and we have that

Bn · Bn−1 · ... · B1

has real eigenvalues.
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Proof. (of Theorem G) Let us fix a C1-structurally stable area-preser-

ving diffeomorphism in Diff 1ω (M) and choose a neighborhoodV of f
whose elements are topologically equivalent to f . If f <A2ω = F

1
ω(M),

then it follows thatV∩A2ω = ∅. Using TheoremA one gets that there
exists a residual subset R ⊂ V such that for every f0 ∈ R the set of
elliptic periodic orbits is dense inM. Let us fix f0 ∈ R and choose a
small neighborhood of f0,W ⊂V.
Let x be an elliptic periodic point of large period, say π (given by
Lemma 7.5) depending on ε (depending on V) and on Ai := Df f i(x)
for i = 1, ..., π. Define, for t ∈ [0, 1], Bi,t := Rtαi · Ai. By Lemma 7.5 we
obtain that

Bπ1 := Bπ,1 · Bπ−1,1 · ... · B1,1

has real eigenvalues. Since Bπ
0
= Aπ = Df πx has complex eigenval-

ues, there must be t0 ∈]0, 1[ such that Bπt0 has a parabolic behavior.
Finally, we apply Lemma 4.1 several times, in order to realize an
area-preserving map f1 ∈ V exhibiting a parabolic periodic orbit.
Since the existence of a parabolic point prevents structural stability
and f1 ∈ W we get a contradiction. Therefore f ∈ A2ω, which ends
the proof.

�

Proof. (of Theorem D)

We observe thatF 1ω(M) is C
1 open in Diff 1ω (M). Let f ∈ F

1
ω(M)\A

2
ω.

We recall Corollary 5.8 and we consider a C1-neighborhoodV of f
in F 1ω(M) where any g ∈ V do not admit elliptic closed orbits. Then,
from Corollary 5.8 there exist constants θ = θ(ε, g), m = m(ε, θ) and
T = T(m) such that, for each periodic orbit with period greater than
T, one has:

• m-dominated splitting and
• angle between its stable andunstabledirectionsbounded from
below by θ.

Observe that, since g ∈ F 1ω(M), these periodic orbits are hyperbolic.
We will get a contradiction with the fact that there exists a positive
measure set without domination. For that we consider the following
claim.

Claim7.6. For allm ∈N, there exists an f -invariant and positive Lebesgue
measure set Γm ⊂ M without m-dominated splitting.

If the claim was false, then there would exist m ∈ N and Λm ⊂ M
such that Leb(M\Λm) = 0 andΛm has anm-dominated splitting. Since
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the m-dominated splitting extends to the closure and we are consid-
ering the Lebesgue measure it follows that M has an m-dominated
splitting. But the existence of an m-dominated splitting implies, by
Lemma 2.5, that f is Anosov which contradicts our assumption.
Now, we recall the core of the dynamical principle involved in the
proof of Theorem F; given any ε > 0, there exists (a sufficiently large)
m ∈ N such that for any η > 0 arbitrarily close to 0, for a.e. x ∈ Γm
there exists g, ε-C1-close to f , such that e−nη < ‖Dgnx‖ < e

nη, for every
arbitrarily large n ∈N.
Repeating the arguments in the proof of Theorem B we get a peri-
odic point with period π for an area-preserving map h ∈ V and such
that:

e−δπ < ‖Dhπp ‖ < e
δπ, (7.1)

and in the same way we obtain a contradiction. Therefore, f has a
dominated splitting overM and, by Lemma 2.5, we conclude that f
is Anosov.

�

Proof. (of Corollary 7.4) Take an isolated point f in the interior of the
boundaryofA2ω and a small neighborhoodV of f such that any g ∈ V
is Anosov. The diffeomorphism f must satisfy Claim 7.6 otherwise f
is Anosov. We follow the proof of Theorem D and we conclude that
under a small C1-perturbation we find g ∈ V exhibiting an elliptic
periodic orbit which is a contradiction. �

7.3. Homoclinic tangencies. For surface area-preserving diffeomor-
phisms the existence of smooth invariant curves is associated to the
existence of elliptic points. Actually, Mora and Romero ([22]) devel-
oped a mechanism to create open sets containing a dense set of maps
exhibiting homoclinic tangencies once one has a smooth invariant
curve. A key step to prove this result is [22, Proposition 7]. To state
this proposition let us define

A = {(θ, r) : θ ∈ S1, r ∈ R} andAδ = {(θ, r) : θ ∈ S
1, r ∈] − δ, δ[}.

Theorem 7.7. Let f : Aδ → A be a C
∞ area-preservingmap of the annulus

leaving invariant some C∞ curve

Λ = {(θ,Φ(θ)), θ ∈ S1},
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where Φ : S1 → R, and such that f |Λ has an irrational rotation number.
Then, for s ≥ 1 and ε > 0, f can be ε-Cs-approximated by an area-preserving
g exhibiting homoclinic tangencies such that for some δ′ < δ we have

g|Aδ\Aδ′ = f |Aδ\Aδ′ .

Let f0 ∈ Diff
1
ω (M) be such that it cannot be C

1-approximated by a
diffeomorphism in A2ω. Using Theorem A, we approximate, in the

C1-topology, f0 by f1 ∈ Diff
1
ω (M) such that the elliptic points of f1 are

dense on the surface. Now, using Zehnder Theorem ([37]) and the
stability of elliptic orbits, we approximate, in the C1-topology, f1 by
f2 ∈ Diff

∞
ω (M) having an elliptic point p of period π.

Now we consider the linear action Df π
2
: TpM → TpM defined by

the rotation Rθ, in a small neighborhood of the orbit, and a direct
application of Theorem 4.3 allows us to C1-approximate f2 by f3 ∈
Diff ∞ω (M) such that p is still an elliptic point of period π and there
exists an f3-invariant neighborhood Twhere the first return map at p
(not the tangent map) is a rotation of angle θ. We can assume that θ
is irrational, otherwise, we could perturb f3, by using Lemma 4.1, in
order to get f4 ∈ Diff

∞
ω (M),C

1-close to f3, with the sameproperties but
with irrational rotation angle. This area-preserving diffeomorphism
is in the hypotheses of Theorem 7.7 and Theorem E is proved.

7.4. Lots of Chaos or lack of it? We recall one of the most common
definitions of chaos due toDevaney (see [13, Definition 8.5]): f : M→
M is chaotic if:

(a) f is transitive;
(b) the periodic points are dense inM and
(c) f is sensitive to the initial conditions, i.e., there exists δ > 0 such
that for all x ∈ M and all neighborhood of x, Vx, there exists
y ∈ Vx and an integer nwhere dist( f

n(y), f n(x)) > δ.

In this case we also say that f is chaotic in the topological sense.
It was proved in [6] that (a) and (b) implies (c), and so in order to
be chaotic in the sense of Devaney the system only has to satisfy the
transitivity property and the density of periodic points.
The other definition of chaotic map that we are going to use is the
one that says that there are no zero Lyapunov exponents for Lebesgue
almost every point. When, in our conservative surface setting, we
have two non-zero (thus symmetric) Lyapunov exponents we say
that f is chaotic in the measurable sense.
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Theorem H. Let M is any closed surface aside from the two-torus. There

exists a C1-residual R ⊂ Diff 1ω (M) such that, if f ∈ R, then f is chaotic in
the topological sense and nonchaotic in the measurable sense.

Proof. As an outcome of [10] we obtain that there exists a residual

subset R1 of Diff
1
ω (M) such that if f ∈ R1, then f is transitive. Fur-

thermore, by the general density theorem [30] we get there exists a

residual subset R2 of Diff
1
ω (M) such that if f ∈ R2, then the periodic

points of f are dense in M. Therefore, defining R3 = R1 ∩ R2 and
recalling [6] we conclude that there exists a residual subset R3 of

Diff 1ω (M) such that if f ∈ R3, then f is chaotic in the topological sense.
By Franks’ classical result about the rigidity of Anosov diffeomor-
phisms (see [14])we know that the only surfaces that support Anosov
diffeomorphisms are the tori. Therefore, if M is any closed surface
except the two-torus, then by Theorem F, there exists a C1-residual

subset R4 of Diff
1
ω (M) such that, if f ∈ R4, then f has zero Lyapunov

exponents for almost every points, thus is nonchaotic in the measur-
able sense.
Finally, R := R3 ∩ R4 is the residual set required by the statement
of the theorem.
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